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Abstract—Language is a remarkable cognitive ability that can be expressed through visual (written language) or
auditory (spoken language) modalities. When visual characters and auditory speech convey conflicting informa-
tion, individuals may selectively attend to either one of them. However, the dominant modality in such a compet-
ing situation and the neural mechanism underlying it are still unclear. Here, we presented participants with
Chinese sentences in which the visual characters and auditory speech convey conflicting information, while
behavioral and electroencephalographic (EEG) responses were recorded. Results showed a prominent auditory
dominance when audio-visual competition occurred. Specifically, higher accuracy (ACC), larger N400 amplitudes
and more linkages in the posterior occipital-parietal areas were demonstrated in the auditory mismatch condition
compared to that in the visual mismatch condition. Our research illustrates the superiority of the auditory speech
over the visual characters, extending our understanding of the neural mechanisms of audio-visual competition in
Chinese.� 2022 IBRO. Published by Elsevier Ltd. All rights reserved.
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INTRODUCTION

Multisensory integration is generally denoted as the set of

processes by which information arriving from an individual

sensory modality (e.g. vision, auditory sense) interacts

and influences processing in other sensory modalities,

including how these sensory inputs are combined

together to yield a unified perceptual experience of

multisensory events (Talsma et al., 2010). However, audi-

tory and visual modalities are likely not of equal value in
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audio-visual interaction (De Gelder and Bertelson,

2003). More specifically, the spatial resolution of the

visual system is better than that of the auditory system,

while the temporal resolution of the auditory system is

better than that of the visual system (Weihing et al.,

2009; Robinson and Sloutsky, 2013; Lukas et al., 2014;

Huang et al., 2015). Language comprehension typically

requires multisensory information, namely spoken words

and visual characters to access meaning. Information

processing may be facilitated when characters and

speech indicate the same percept (Raij et al., 2000). How-

ever, conflicting information, i.e., incongruent phonemic

and graphemic input, often results in cross-modality com-

petition (Robinson and Sloutsky, 2010). A critical question

is which modality is dominant when auditory speech and

visual characters stimuli clash.

Many studies have explored the mechanisms

underlying audio-visual competition (Hirst et al., 2020).

Some studies have demonstrated that there is sometimes

an auditory advantage (Shams et al., 2000) and, in other

cases, have shown visual mechanisms are dominant

(Mishra et al., 2007). For example, L. Shams et al. found
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that the number of stimulus flickers seen visually was

affected by the number of short sounds sensed auditorily

(Shams et al., 2000). Mishra et al. proved that when an

individual hears two consecutive short notes and sees a

flash, it will produce a hallucinatory phenomenon when

the second short note arrives, as the person believes he

or she has seen two consecutive flashes (Mishra et al.,

2007). In addition, most studies of audio-visual speech-

related competition evaluate the outcomes of discrepan-

cies between visual speech signals and auditory speech

stimuli (McGurk and MacDonald, 1976; Peelle and

Sommers, 2015; Keitel et al., 2020) and between speech

and pictures or videos (Liu et al., 2011; Manfredi et al.,

2018). A prevalent example is called the McGurk Effect

(McGurk and MacDonald, 1976). Ordinarily, watching a

speaker’s face helps us understand what is being said

because integrating the sight (lip movements) and sound

of speech enhances the brain activity that underlies

speech perception. However, if slightly mismatched cues

are paired (such as the sound for ‘ba’ with the lip move-

ments for ‘ga’), the resulting synthesis yields an entirely

different product (‘da’).

The N400 effect is typically sensitive to semantic

integration difficulty (Kutas and Hillyard, 1980; Kutas

and Federmeier, 2000, 2011; Hu et al., 2012). A substan-

tial body of literature describes investigations of cross-

modal semantic processing by analyzing the N400 com-

ponent (Kutas and Federmeier, 2011). The N400 compo-

nent can be evoked by several types of multimodal

information, such as cooperative actions and gestures

(Proverbio et al., 2014) and speech sounds with pictures

or videos (Cummings et al., 2008; Liu et al., 2011). The

N400 effect elicited by videos with semantically inconsis-

tent speech was larger and later than that elicited by

videos with semantically consistent natural sound (Liu

et al., 2011). However, these studies did not further

explore the N400 effect induced by different types of mis-

matched audio-visual stimuli. In addition to event-related

potential (ERP) analysis, network connectivity analysis

is another efficient way to measure brain activity. It treats

cognitive processing as circuits rather than any brain

region considered in isolation (Bassett and Sporns,

2017; Yi et al., 2021). The cognitive process could be

reflected by not only the activity of various brain regions

but also the information propagation and interactions

between different functional areas in the human brain

(Petersen and Sporns, 2015). As a higher-level cognitive

process, language has also been involved with a large-

scale network spanning related brain areas (Hagoort,

2019).

Chinese speakers usually integrate multisensorial

information (e.g., auditory and visual) when perceiving

Chinese, while to efficiently process different modalities

of information, the differential regions are involved (Wu

and Thierry, 2010). Before the development of logo-

graphic and alphabetic writing systems, human language

relies mainly upon spoken utterances (Houston, 2004),

and the advent of written language thus provides a new,

visual pathway for communication. However, since written

language requires extensive training and typically follows

the acquisition of spoken language, it is thought to rely
more on neural pathways that originally supported spoken

language (van Atteveldt et al., 2004). In fact, the interfer-

ence between different modalities and the competition of

brain resources occurs objectively (Raij et al., 2000;

Andres et al., 2011). Although there has been plenty stud-

ies that explore audio-visual competition (Shams et al.,

2000; Mishra et al., 2007; Hirst et al., 2020), for non-

Indo-European Chinese, it is still not clear whether written

or spoken is more dominant in language processing, and

there is thus little research on the modality advantage of

Chinese. In our present study, to explore this issue, first,

we hypothesized that auditory is dominant when conflict-

ing auditory speech and visual characters stimuli are pre-

sented. We then developed new Chinese character-

speech materials in which the linguistic constituent struc-

ture was dissociated from prosodic or statistical cues.

Thereafter, individual behavioral and electrophysiological

parameters, i.e., ERP and functional networks, were

investigated to identify the mechanisms underlying the

character-speech competition of Chinese.
EXPERIMENTAL PROCEDURES

Participants

We recruited twenty healthy, right-handed participants

(11 males, mean age: 24.82 years). The participants

were all students at the University of Electronic Science

and Technology of China (UESTC). The participants

had never used any psychoactive medication, and none

of them had any personal or family history of psychiatric

or neurological illnesses. All participants were native

Chinese speakers with normal hearing and normal or

corrected-to-normal visual acuity. None of the

participants had a history of reading difficulties/dyslexia.

Before the experiment, written informed consent was

obtained when the participants fully understood the

procedure. The institution research ethics board

approved the experimental procedure of the UESTC.
Materials

Fifty-four-syllable sentences were constructed, in which

the first two of the four syllables formed a noun phrase

and the last two syllables formed a verb phrase. The

stimuli were adapted from a previous study (Ding et al.,

2016), where the duration length of all syllables was

adjusted to 250 ms. Additionally, there was no extra gap

between each syllable, which prevented the speech rate

of any other prosodic cue from influencing the construc-

tion of the linguistic structure building. In our experiment,

the sentences were presented to the subjects either intact

or out of order under the audio-visual modality. There

were three experimental conditions: audio-visual congru-

ent condition (AVC), auditory incongruent condition (AI),

and visual incongruent condition (VI). In the AI condition:

the visual and auditory stimuli were presented simultane-

ously. Under the visual modality, the syllables presented

meaningful sentences. At the same time, a sequence of

randomly ordered syllables could not be combined into

a meaningful constituent with its neighbours under the

auditory modality. In the AVC condition: four Chinese
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monosyllabic words were presented in sequences in an

order such that two-phrase sentences were formed under

the audio-visual modality; the first two syllables consti-

tuted a noun phrase and the last two syllables constituted

a verb phrase. In the VI condition: in contrast to the AI

condition, meaningful sentences were presented under

the auditory modality, and a sequence of randomly

ordered syllables was played isochronously under the

visual modality.
Procedure

This study consisted of eyes-closed resting-state EEG

recordings with a 5 min duration and a 15 min long

audio-visual task. In the first 2 min, participants were

instructed to take deep breaths to adapt to the

experimental environment. Then, 5-min eyes-closed

resting-state EEG data sets were recorded before the

audio-visual task. This experiment consisted of four

hundred trials randomly divided into three blocks in total

(AVC: 240, VI: 80, and AI: 80; 400 trials in total). Each

trial lasted a period of 3 s, starting with the presentation

of a fixation cross for 600 ms. After the disappearance

of the fixation crosshair, the stimuli consisted of the

presentation of two-phrase sentence for 1 s. Then after

the stimulus, the participants were required to judge

false auditory information (press the button ‘‘1”), audio-

visual congruent information (press the button ‘‘2”), or

false visual information (press the button ‘‘3”). The trials

in which participants could not press the key within

1200 ms or pressed other keys improperly were

considered invalid. After the presentation of a blank for

200 ms, the subsequent trial was initiated. Before the

formal experiment, all participants were required to

complete a preliminary round to ensure that they clearly

understood the experimental rules. The detailed

procedure is depicted in Fig. 1.
EEG data acquisition

Participants were seated individually in an electrically

shielded, dimly lit room. EEG data recordings were

performed with 64 Ag/AgCl electrodes (ANT Neuro,

Berlin, Germany). These electrodes were positioned

according to the extended 10–20 system, and the data

were recorded at a sampling rate of 500 Hz. The online

filter band was set between 0.01 and 100 Hz.

Electrodes CPz and AFz served as the reference and

ground, respectively. Electrooculograms to monitor eye

movements were recorded from one additional channel

located above the left eye. During the entire

experimental task, the impedances of the electrodes

were kept below 5 kX.
EEG data analysis

The EEG data analysis was divided into data

preprocessing, ERP extraction, and network analysis

steps, as shown in Fig. 2. The details for each process

are further provided in the following sections.
Data preprocessing

In the current study, the raw data were first re-referenced

to the ‘‘zero” reference by using the Reference Electrode

Standardization Technique (REST) toolbox (https://www.

neuro.uestc.edu.cn/rest/) (Yao, 2001; Dong et al., 2017).

Thereafter, following the protocols used in previous stud-

ies (Steinhauer et al., 1999; Si et al., 2019), a narrow

band of 0.1–10 Hz was applied in the offline band filtering,

and [�200, 1000] ms (0 ms denotes the stimulus onset)

data segmentation and artifact trial removal with a thresh-

old of ±90 lV were further performed to extract the

artifact-free trials.

ERP component

Following preprocessing, segments ranging from �200 to

1000 ms were averaged for each condition. Peak

detection was performed automatically within the N400

time window. Based on the averaged ERP, the N400

amplitude was calculated within a time interval of [400,

500] ms after the onsets of the target stimulus. And

across the three modalities, the same time window was

used. The N400 amplitude on a single electrode was

defined as the mean amplitude within a ±10 ms

window with the N400 peak as the centre at eight

electrodes over the frontocentral, central, and parietal-

occipital areas (i.e., FC1, FCz, FC2, Cz, C1, C2, Cp1,

and Cp2), where the N400 component is classically

found and displays maximal sensitivity (Luck, 2014;

Christoffels et al., 2016). Finally, the individual N400

amplitude was calculated by averaging over the eight

electrodes.

EEG network analysis

The phase-locking value (PLV) method was used to

capture the nonlinear phase synchronization between

two brain areas (Sakkalis, 2011; Sun et al., 2012). In

the present study, the networks were constructed at the

scalp level, which may have been influenced by the vol-

ume conduction effect (Srinivasan et al., 1998; Xu et al.,

2014). To alleviate the volume conduction effect, we used

the 21 canonical electrodes (Fp1, Fp2, F7, F3, T7, C3,

P7, P3, O1, Fpz, F8, F4, T8, C4, P8, P4, O2, Oz, Pz,

Cz, and Fz) of the 10–20 international system as network

nodes and applied the PLV to calculate the functional con-

nectivity for all the EEG segments. A high value repre-

sents strong phase synchronization. To estimate the

corresponding instantaneous phases, i.e., /a(t) and

/b(t) of two given time series, a(t) and b(t), the Hilbert

transform was used to form the analytical signal S(t) as.

SaðtÞ ¼ aðtÞ þ iTaðtÞ
SbðtÞ ¼ bðtÞ þ iTbðtÞ

�
ð1Þ

where TaðtÞ and TbðtÞ are the Hilbert transforms of two time

series, a(t) and b(t), which are defined as,

TaðtÞ ¼ 1
pCpv

R1
�1

aðt0Þ
t�t0 dt

0

TbðtÞ ¼ 1
pCpv

R1
�1

bðt0Þ
t�t0 dt

0

(
ð2Þ
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Fig. 1. Trial protocol in the experiment. A trial consisting of a 600 ms cue, 1000 ms stimulus, 1200 ms judgment period, and 200 ms break was

included in each trial.

Fig. 2. The EEG data processing procedure. The data procedure consists of three phases: (A) EEG data preprocessing, (B) ERP extraction, and

(C) PLV network pattern analysis.
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Fig. 3. Plot of mean RT and ACC in the three experimental conditions. (A) Accuracy for each

condition. (B) Reaction times for each condition (*p<0.05, ***p< 0.001, Bonferroni-corrected). Error

bars represent the standard deviation of the mean.
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where Cpv denotes the Cauchy principal value.

Afterwards, the corresponding analytical signal phases

/a(t) and /b(t) can be computed as.

/aðtÞ ¼ arctan
HaðtÞ
aðtÞ

/bðtÞ ¼ arctan
HbðtÞ
bðtÞ

8<
: ð3Þ

Finally, the PLV between time series a and b is

formulated as.

Plv ¼ 1

N

XN�1

j¼0

eið/aðjDtÞ�/bðjDtÞÞ
�����

����� ð4Þ

where Plv is the connection weight estimated by PLV, Dt is
the sampling period, and N denotes the sample number.

By computing the PLV for each pair of paired electrodes,

the network was constructed for the three conditions.
Statistical analysis

We used repeated measures one-way analyses of

variance (ANOVA) to quantify the differences in ACC,

response time (RT), and brain networks among the

three conditions. Post hoc tests (pairwise comparisons,

corrected by using Bonferroni-corrected) were further

applied to reveal the difference between pairs of

conditions. Repeated measure two-way ANOVA with

conditions (3 levels) and electrodes (8 levels) as within-

participants variables was performed to reveal the N400

amplitude difference among the three stimuli conditions.
RESULTS

Behavioural differences

As illustrated in Fig. 3, ACC and RT were compared in the

three conditions (i.e., AI: the normal visual and abnormal

auditory condition; AVC: the normal visual and normal

auditory condition; VI: the normal auditory and abnormal

visual condition). Repeated measures one-way ANOVA
revealed significant differences in

RT (F(2,38) = 102.7, p < 0.001)

among the three conditions, and

the post hoc test further revealed

that the AVC condition (136.82 ± 1

03.95 ms) had the shortest RT

compared with the RTs of AI

(432.41 ± 140.32 ms) and VI

(448.50 ± 136.83 ms) conditions.

In terms of ACC, the ANOVA

identified significant differences

among the three conditions

(F(2,38) = 69.759, p < 0.001).

The post hoc tests revealed that

the AVC (99.44 ± 0.71%) had

the highest ACC compared with

the ACC of the AI (87.37 ± 5.40

%) and the VI (84.94 ± 7.5%)

conditions. Furthermore, the AI

condition showed a higher ACC

than that in the VI condition, as

depicted in Fig. 3.

ERPs analysis
Statistical analyses of the N400 amplitudes revealed

significant differences among experiment conditions

(F(2,38) = 28.38, p < 0.001; Fig. 4). Pairwise

comparisons with a Bonferroni adjustment revealed that

the N400 component was enhanced in the AI (�1.16 ± 0

.12 lV) condition compared with that elicited in either the

AVC (�0.001 ± 0.18 lV, p < 0.001) or the VI condition

(�0.15 ± 0.18 lV, p < 0.001).
Patterns of the brain network

We statistically analysed the connection patterns among

different conditions by performing the following steps:

(1) Repeated measures one-way ANOVA was utilized to

check whether there was a significant difference in the

whole-brain connection strength under the three

conditions. (2) The post hoc test further revealed

significant linkages in three comparison conditions (i.e.,

AVC vs AI, AI vs VI, and AVC vs VI). Fig. 5A depicts

the linkages with significant differences among the three

conditions for all participants revealed by repeated

measures one-way ANOVA. The post hoc test results

showed that the AVC condition had a stronger

connection pattern than that in the VI or AI conditions;

moreover, the AI condition had a stronger network

connection than that in the VI condition, which was

mainly an increased long-range functional connectivity

pattern (Fig. 5D). The network linkages of the AVC

condition were significantly more potent than those of

the AI condition, and the significant differences were

mainly in the left frontal and occipital areas (Fig. 5B).

Likewise, the significant differences found in the AVC

condition had a stronger network connection pattern

with long-range functional connectivity located in

the occipital and frontal areas compared to that in the VI

condition (Fig. 5C).



Fig. 4. ERP waveforms for the experimental conditions at eight electrodes (FC1, FCz, FC2, C1, Cz, C2, Cp1 and Cp2).
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DISCUSSION

What modality dominates when the participant receives

conflicted phonemic and graphemic information? In the

current study, we addressed the questions in the

experiment combining auditory speech and visual

characters presentations in different stimuli conditions,

aiming to probe how auditory speech and visual

characters conflicting information is represented in the

brain. To this end, we collected behavioural

performance and electrophysiological evidence,

including ERPs and functional brain networks to identify

audio-visual competition mechanisms. We demonstrated

the existence of audio-visual competition between

speech and Chinese characters. Furthermore, auditory

dominance prevailed when the brain processed

conflicting auditory speech and visual characters

information.

In terms of behavioural performance, participants

responded more accurately and faster to consistent

audio-visual stimuli (AVC condition) than they did in
either of the unpredictable audio-visual conditions (VI

and AI conditions). The results suggested that visual

characters and auditory speech competition exists

(Robinson and Sloutsky, 2013; Sugano et al., 2016). In

addition, since audio-visual competition occurred, the

brain recognized meaningless speech sounds more accu-

rately than it detected meaningless Chinese sentences.

Although there was no significant difference in RT when

the participants determined that they had received an

auditory or visual mismatch stimulus, they spent relatively

little time identifying auditory mismatch stimuli. In general,

these results suggested that the participants were better

at identifying speech mismatch conditions. Moreover,

we explored electrophysiological evidence of how audi-

tory speech and visual characters stimuli compete.

Likewise, the N400 effect in both inconsistent (VI and

AI) and consistent (AVC) audio-visual conditions was in

agreement with those of previous studies (Kutas and

Hillyard, 1980; Kutas et al., 1983; Hu et al., 2012). More

specifically, the N400 amplitude was larger in the incon-

sistent condition than in the consistent condition. In com-

xueyanan
高亮文本



Fig. 5. Differentiated brain network among the three conditions and the post hoc tests. In the subfigures, the red and blue solid lines denote

significantly enhanced and weakened functional connectivity, respectively (p < 0.01).
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parison, the N400 amplitude was larger in the auditory

mismatch condition than in the visual mismatch condition.

Importantly, semantic integration becomes difficult when

visual characters and auditory speech are inconsistent.

In contrast to speech (auditory modality), reading is a cog-

nitive skill that has only emerged over the last a few thou-

sand years. Until now, it has been generally assumed that

reading acquisition was evolutionarily developed, benefit-

ing from anchored spoken systems (Karipidis et al.,

2018). In previous studies, Hu and colleagues (Hu et al.,

2012) instructed participants to identify whether the last

character in four-character idioms is correct, on the one

hand, they found tone violation elicited a more robust late

positive component than vowel violation, suggesting dif-

ferent reanalyses of the two types of information; more-

over, the vowel mismatch elicited an earlier negative

component and a larger N400 effect than the tone mis-

match, In fact, the N400 amplitude induced by meaning-

less speech sounds was larger than that of meaningless

sentences as individuals are more sensitive to the audi-

tory modality. In our present study, the N400 was accord-

ingly considered and the corresponding results found that

the auditory mismatch condition was easier to identify

when the brain processes conflicting audio-visual infor-

mation. The N400 amplitude induced by meaningless

speech sounds was larger than that of meaningless sen-

tences because individuals are more sensitive to auditory

mismatch and more capable of identifying semantic

abnormalities of auditory modality. Our results found that

the auditory mismatch condition was easier to identify

when the brain processes conflicting audio-visual infor-

mation. In fact, several studies have investigated ERP

effects of combined syntactic category and semantic

anomalies in Chinese, a non-Indo-European language

that does not use grammatical morphology to mark syn-

tactic category or syntactic features (Ye et al., 2006;

Zhang et al., 2010). As illustrated, syntactic processing

is not a necessary prerequisite for the initiation of seman-

tic integration in Chinese (Zhang et al., 2013; Yu et al.,

2015). For example, Zhang et al. (2010) observed an

N400 effect for the combined anomalies both in the

SVO (subject–verb–object) and in the ba (把) sentences,

suggesting that semantic integration proceeds even when
syntactic category processing fails. Following these previ-

ous studies, in current work we mainly focused more on

N400, although both semantic and syntactic abnormalities

do exist in both auditory and visual incongruent

conditions.

In addition, our study found a difference in network

patterns among the three experimental conditions.

When the visual characters and auditory speech are

consistent, the information simultaneously integrates

and recruits more relevant resources to handle

language-related information. In particular, compared to

those in the speech mismatch condition, the linkage

patterns for the consistent audio-visual condition were

characterized by stronger long-range connections

between the left prefrontal and temporal regions, and

the two brain regions are physiologically connected via

fibre bundles (Catani and Thiebaut de Schotten, 2008).

Moreover, this connection between the left prefrontal

and left temporal areas supports the efficient processing

of syntactically complex sentences (Brauer et al., 2011;

Wilson et al., 2011). Namely, the left temporal areas are

involved in mapping sensory or phonological representa-

tions to lexical conceptual representations, and the left

frontal regions are responsible for storing and integrating

linguistic information (Hickok and Poeppel, 2007). Our

findings further showed strong left lateralization around

both frontotemporal regions for consistent audio-visual

conditions, which was congruous with previous neu-

roanatomical language processing models (Hickok and

Poeppel, 2007; Friederici, 2011). Compared with the

visual mismatch condition, the long-range connection

between the frontal and occipital areas was the primary

brain connection pattern for the consistent audio-visual

condition. Physiologically, the occipital regions are more

involved in processing visual information than other

regions (Dehaene et al., 2005; Goodale, 2008), and a pre-

vious study also showed that the frontal cortex is a con-

vergence region that might help integrate multimodal

sensory information with language processing (Hagoort,

2005).

More strikingly, compared with that in the visual

mismatch condition, the dominant pattern in the auditory

mismatch condition showed enhanced linkages in the

xueyanan
高亮文本
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posterior occipital-parietal areas. Notably, the prefrontal

areas are known to resolve cross-modal conflicts

(Mayer et al., 2009; Orr and Weissman, 2009) and play

a critical role during decision-making (Paret et al.,

2016). When the brain deals with conflicting audio-visual

information, especially when a participant encounters

uncertain situations, the brain allocates more resources

to the decision-making process (deciding what type of

stimulus it is). Under the visual modality, the pronuncia-

tion of words is activated first by visible glyphs and then

there is a transition from the pronunciation of words to

the meaning. Therefore, the visual modality may be less

efficient than the auditory modality, which allows the lan-

guage information to be processed directly from pronunci-

ation to meaning (Coltheart et al., 2001). These results

consistently prove auditory dominance in the audio-

visual competition of language information.

In this paper, we have discussed the auditory

dominance effect in the competition between auditory

speech and visual characters. Though we have strived

to make our analyses as comprehensive as possible,

there may be limitations that need to be addressed in

future work. The networks were constructed at the scalp

level, which may have been influenced by the volume

conduction effect (Schoffelen and Gross, 2009). Although

we used the sparse 21 canonical electrodes of the 10–20

EEG system to lower the effect of volume conduction, the

technique of EEG source connectivity which constructs

networks at the cortical level is another important solution

(O’Neill et al., 2017; Kabbara et al., 2018). In future work,

we will construct EEG networks at the source level to

probe how audio-visual conflict information is represented

in the brain. The experimental design of our present study

adopted a variation of the ‘‘Ding et al.” work, where mono-

syllabic words are presented at a fixed rate (4/s) without

any prosody. Ding and collegaues indicated that a hierar-

chy of neural processing timescales underlies grammar-

based internal construction of the hierarchical linguistic

structure (Ding et al., 2016). In our experimental para-

digm, visual stimuli were presented to the participants

along with the speech. In fact, in the study performed by

Tatiana et al., a similar experimental design was used,

as participants can also see visual text while receiving

an auditory stimulus under one of their concerned condi-

tions. Although this design retains more visual information

and may cause a stronger visual advantage, Tatiana et al.

did report seldom effects on individual N400 (Tatiana

et al., 2016). While concerning this issue, new experimen-

tal protocols should be further considered in the future, for

example, a next step is to simultaneously present the Chi-

nese characters and speech in time and space to further

explore the mechanism of audio-visual competition.

To conclude, the current study revealed the auditory

dominance effect in the competition between auditory

speech and visual characters. The higher ACC,

concurrent larger N400 amplitudes and more linkages in

the posterior occipital-parietal areas in the auditory

mismatch condition compared to the outcomes in the

visual mismatch condition suggested that auditory

dominance was represented when audio-visual

competition occurred. These results consistently support
the supremacy of the auditory modality when subjects

received conflicting auditory speech or visual characters.
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