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Speaker-listener neural coupling reveals a
right-lateralized mechanism for non-native
speech-in-noise comprehension
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While the increasingly globalized world has brought more and more demands for non-native language communication, the prevalence
of background noise in everyday life poses a great challenge to non-native speech comprehension. The present study employed an
interbrain approach based on functional near-infrared spectroscopy (fNIRS) to explore how people adapt to comprehend non-native
speech information in noise. A group of Korean participants who acquired Chinese as their non-native language was invited to listen to
Chinese narratives at 4 noise levels (no noise, 2 dB, —6 dB, and — 9 dB). These narratives were real-life stories spoken by native Chinese
speakers. Processing of the non-native speech was associated with significant fNIRS-based listener-speaker neural couplings mainly
over the right hemisphere at both the listener’s and the speaker’s sides. More importantly, the neural couplings from the listener’s
right superior temporal gyrus, the right middle temporal gyrus, as well as the right postcentral gyrus were found to be positively
correlated with their individual comprehension performance at the strongest noise level (—9 dB). These results provide interbrain
evidence in support of the right-lateralized mechanism for non-native speech processing and suggest that both an auditory-based

and a sensorimotor-based mechanism contributed to the non-native speech-in-noise comprehension.
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Introduction

In an increasingly globalized world, more and more peo-
ple are learning and acquiring languages that are not
their native language for cross-cultural speech commu-
nication. However, the use of non-native languages often
faces many challenges. In particular, the prevalence of
background noise (e.g. other people’s babblings at a cock-
tail party) in everyday life has a significant impact on
speech communication in the form of a non-native lan-
guage (reviewed in Lecumberri et al. 2010; Scharenborg
and van Os 2019). Comprehending non-native speech
information under noisy conditions often requires extra
effort, even for a proficient user of that language (Tabri
et al. 2011; Mendel and Widner 2016; Peng and Wang
2019; Regalado et al. 2019). However, the neural mech-
anism of how people adapt to comprehend non-native
speech information in noise remains unclear.
Neuroimaging studies on native speech comprehen-
sion in noise suggest that both an auditory mechanism
and a sensorimotor mechanism could facilitate the com-
prehension of noisy native speech (e.g. Du et al. 2014;
Alain et al. 2018; Li et al. 2021). While the auditory
mechanism suggested that efficient processing of a to-
be-attended speech stream could be achieved by sup-

pressing the encoding of the to-be-ignored noise streams
based on the auditory features (Ding and Simon 2013;
Zion Golumbic et al. 2013; Vander Ghinst et al. 2016),
the sensorimotor mechanism is believed to compensate
for noise-contaminated speech information by simulat-
ing the articulatory gestures associated with the per-
ceived speech (Hickok et al. 2011; Parrell and Niziolek
2021; Raharjo et al. 2021). Although both mechanisms
are well supported by the literature in the context of
native speech-in-noise comprehension, applying them
to the mechanistic interpretation of non-native speech-
in-noise comprehension remains challenging. In terms
of the auditory mechanism, while the native speech-in-
noise processing relies on left-lateralized brain regions
(Vigneau et al. 2006; Scott et al. 2009; Corballis 2015;
Vander Ghinst et al. 2016), comprehending non-native
speech in noise may employ a different auditory pro-
cessing mechanism. Specifically, as the processing of
non-native speech has mainly relied on right-lateralized
brain regions, including the right superior temporal gyrus
(STG), the right middle temporal gyrus (MTG), etc. (Archi-
la-Suerte et al. 2013; Qi et al. 2019; Gao et al. 2020;
Cotosck et al. 2021; Yi et al. 2021), it remains elusive
whether the left-lateralized counterpart could contribute
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to noise reduction as well. In terms of the sensorimo-
tor mechanism, as a strong association between the
auditory experience and the corresponding speech pro-
duction experience is regarded as the prerequisite for
a stable sensorimotor representation of the perceived
speech information (Hickok and Poeppel 2007; Hickok
et al. 2011; Liebenthal and Mottonen 2018; Ohashi and
Ostry 2021), presumably over the brain regions such
as the inferior frontal gyrus (IFG), the precentral gyrus
(preCG), postcentral gyrus (postCG), inferior parietal lobe,
etc. (Hickok and Poeppel 2007; Sehm et al. 2013; Du
et al. 2014; Alain et al. 2018). Hereby, whether a non-
native listener could benefit from such a mechanism is
unclear (Willems and Hagoort 2007; Jones et al. 2013;
Drijvers et al. 2019; Schmitz et al. 2019), especially for
those who acquired the non-native languages after the
critical period (Archila-Suerte et al. 2012, 2015). Moreover,
it should be pointed out that the available studies to
date have mainly focused on the neural responses to
isolated and simplified speech materials (e.g. the last
word in a fixed-length sentence) under noise (Coulter
et al. 2021; Grant et al. 2022), while the understanding
of the continuous naturalistic speech under noise is less
explored.

The use of continuous naturalistic speech is expected
to provide valuable insights into the neural mechanisms
of non-native speech-in-noise comprehension. On one
hand, continuous naturalistic speech materials, whether
native or non-native, are expected to contain richer
dynamic time-frequency information than isolated and
simplified speech materials, thus would correspond
to more reliable and more widely distributed neural
activations (Huk et al. 2018; Sonkusare et al. 2019; Li et al.
2022). On the other hand, the continuous naturalistic
speech could provide important context information for
the listener to recover the missing information from
the noise-contaminated speech, therefore facilitating
speech-in-noise comprehension. In particular, context
information such as acoustic and semantic cues, etc., has
been shown to be of great help for non-native listeners
(Bradlow and Alexander 2007; Song and Iverson 2018;
Borghini and Hazan 2020). As both the auditory and the
sensorimotor mechanisms could benefit from the rich
dynamic time-frequency information and the context
information, further studies are necessary to clarify how
the non-native listener could make use of the continuous
naturalistic speech materials for efficient speech-in-
noise comprehension. However, the usage of naturalistic
speech materials renders the conventional analytical
methods (i.e. the event-related design with general linear
modeling) ineffective. Specifically, the continuous and
dynamic changing nature of the naturalistic speeches
makes it difficult to define the required discrete and
well-separated events.

The recently emerging interbrain approach could
be a promising tool for studying the neural mecha-
nisms of comprehending continuous naturalistic non-
native speech in noise (Schoot et al. 2016; Zhang 2018;

Redcay and Schilbach 2019; Kingsbury and Hong 2020;
Farahzadi and Kekecs 2021). In contrast to the con-
ventional single-brain approach that focuses on the
coupling (response) of the listener’'s neural activities
to external speech stimuli, the interbrain approach
takes an integrated view and emphasizes the coupling
between the listener’s neural activities and the speaker’s
neural activities (Hasson et al. 2012; Czeszumski et al.
2020; Kelsen et al. 2022), thus evading the challenges of
defining and extracting “event” information from natu-
ralistic speech acoustics. By taking the speaker’s neural
activities as the reference to characterize the listener’s
neural activity patterns, the state-of-the-art interbrain
studies have suggested that the listener-speaker neural
coupling could reflect information beyond simple speech
acoustics, such as a shared representation and an active
interpretation from the listener’s perspective on the
delivered information from the speaker (jiang et al.
2021; Yeshurun et al. 2021; Holroyd 2022). Therefore,
the interbrain approach could provide added value to
the study of non-native speech-in-noise comprehension:
the listener-speaker neural coupling is expected to
give a comprehensive overview of how the non-native
listener understands the speaker, with the speaker’s
neural activities as a noise-free reference; the spatial
pattern of the listener-speaker neural coupling can help
reveal the possible contributions of the auditory and the
sensorimotor mechanisms for the understanding of non-
native speech in noise. However, the interbrain studies on
speech comprehension have focused on native speeches,
and no study to date has investigated non-native speech
comprehension in noise.

The present study employed an interbrain approach
with continuous naturalistic speech narratives to
investigate the neural mechanisms underlying how the
listener could comprehend non-native speech in noise.
Fifteen Korean participants, who acquired Chinese after
the critical period, were recruited as the listeners to listen
to recorded Chinese narratives from 6 native Chinese
speakers. Functional near-infrared spectroscopy (fNIRS)
signals were collected from both the listeners and the
speakers, with the same channel setups covering bilat-
erally distributed typical speech-related brain regions.
The fNIRS was chosen for its suitability for speech-
in-noise tasks: Compared with fMRI, the portability
and the low operating noise of fNIRS is advantageous
for auditory speech communication in naturalistic
settings; compared with EEG, the relatively focused
spatial sampling and tolerance to motion provide a
better measurement of localized neural activities with
less influence by speech production-related artifacts
(Quaresima et al. 2012; Pinti et al. 2020). The present
study manipulated the noise in a graded manner with
4 noise levels in order to reveal how the listener could
adapt to different noise levels, as noise adaptation has
been shown to be the key feature for speech-in-noise
comprehension (Ding and Simon 2013; Du et al. 2014; Li
etal. 2021). Following our previous speech-in-noise study
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(Li et al. 2021), one brain region of the listener would
be regarded as functionally relevant for the non-native
speech-in-noise comprehension if the neural coupling
between the corresponding fNIRS channel of the listener
and the speaker’s fNIRS signals were correlated with the
listeners’ individualized comprehension performance
under at least one of the noise levels. A high correlation
between the neural coupling and the comprehension per-
formance would indicate that the specific brain region
of the listener can respond flexibly to the processing of
the non-native speech information in the presence of
noise. The spatial patterns of the above-defined listener—
speaker neural coupling on the listener’s side would
therefore inform us of the neural mechanisms for non-
native speech-in-noise comprehension. The auditory
mechanism would be supported if the listener’s speech-
auditory-related brain regions were involved, such as
STG, MTG, etc. (Scott et al. 2009; Sulpizio et al. 2020).
The sensorimotor mechanism would be supported if
the listener’'s speech sensorimotor-integration-related
brain regions were involved, such as left IFG, preCG,
postCG, etc. (Hickok and Poeppel 2007; Schomers and
Pulvermuller 2016; Alain et al. 2018). More importantly,
the lateralization of the involved brain regions would
further reveal the possible specificity of non-native
speech processing as compared with native speech:
a left-lateralized processing would imply the reliance
on the listener’s native speech processing modules for
resolving the noise of the non-native speech, whereas
a right-lateralized processing would suggest a distinct
mechanism for non-native speech-in-noise processing.

Methods
Ethics statement

The study was conducted in accordance with the Decla-
ration of Helsinki and was approved by the local Ethics
Committee of Tsinghua University. Written informed
consent was obtained from all participants.

Participants

Fifteen college students (6 males, 9 females; age ranged
from 18 to 24 years old) from Tsinghua University
participated in the study as the listeners. The sample
size was determined to be sufficient by reference to
existing studies, including our previous study with
a similar design (Li et al. 2021) as well as other
related fNIRS-based interbrain studies (Liu et al. 2017).
These participants were all native Korean speakers
from South Korea, which provides China’s largest
source of foreign students, with currently more than
500,000 South Korean students in China (the Ministry
of Education, China, http://www.moe.gov.cn/jyb_xwifb/
gzdt_gzdt/s5987/201904/t20190412_377692.html). All the
participants started to learn Chinese after 12 years old
(the first exposure time to Chinese ranged from 12 to
17 years old, and the length of learning ranged from
4 to 9 years), which is well above the critical period
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of language learning (Costa and Sebastian-Galles 2014;
Sulpizio et al. 2020). Fourteen of them have moved to
China for more than 2 years, and the other one has
moved to China for half a year. They all passed the
Chinese Proficiency Test Level VI (the official Chinese
language test for non-native speakers), indicating that
they were capable of fluent Chinese communication
with native Chinese people. All participants are right-
handed, with normal hearing and normal or corrected-
to-normal vision by their self-report. The detailed
demographic information and the language experience
of the participants are listed in Table S1.

Stimuli

Thirty-two narrative audios from our previous study (Li
et al. 2021) were used for the listener participants. All
of them lasted for 85-90 s each and were about daily
topics that were adapted from the National Mandarin
Proficiency Test. These narratives were spoken by 6 col-
lege students (3 males, 3 females; age ranged from 21
to 25 years old) who were native Chinese speakers with
professional training in broadcasting and hosting from
Tsinghua University. All the narratives were about the
speaker’s personal experiences which were not famil-
iar to the participants. These audios were recorded by
a regular microphone at a sampling rate of 44,100 Hz
in a sound-attenuated room. The fNIRS data from the
speakers were obtained during their speech. More details
of the speaker’s data collection procedure can be found
in our previous study (Li et al. 2021) and hereby were
skipped in the present study.

Before being played to the listeners, these audios were
processed into 4 versions at 4 different noise levels: a no
noise (NN) level and three noise levels with the signal-
to-noise ratio (SNR) equaling 2, —6, and — 9 dB. The noise
level was manipulated by adding white noise to the
original speech audios. Then, all the processed audios
were matched in terms of their average root mean square
sound pressure level. For each selected narrative, there
were 4 four-choice questions concerning narrative details
and themes. For example, one question following a narra-
tive audio was, “What is the occupation of the person the
speaker admires most? (¥t iH A&k & #I%1 4 APRIFL 2
frricE DEEEERD R R 4)” and the four
choices were 1) Journalist, 2) Psychologist, 3) Writer, and
4) Historian (103, 2.0 HEAE, 3/E%K, and 4.7 % #%).
These questions were prepared by the experimenters to
assess the listener’'s comprehension performance. Each
listener’s comprehension performance per noise level is
defined as the average accuracy across all the 8 narra-
tives at the corresponding noise level.

Experimental procedure

The experimental procedure is illustrated in Fig. 1A and
B. The participants listened to 32 Chinese narrative
audios at different noise levels, organized as 32 trials. In
each trial, the participants listened to one narrative audio
at one of the four noise levels. They were then required to
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rate the clarity and the intelligibility of the audio with 7-
point Likert scales and complete 4 four-choice questions
about the content of the narrative audio. Afterward, the
participants were asked to rest for at least 20 s and press
the SPACE key on the computer keyboard to start the next
trial. The order of the narrative audios and their assigned
noise levels were randomized across the listeners. The
listeners were informed that the narrative audios were
pre-recorded.

Prior to the start of the experiment, the participants
attended a resting-state session where they were
required to keep relaxed with their eyes closed for
3 min. They were then given one practice trial, with an
additional speech audio presented at —2 dB SNR, to get
them familiar with the procedure.

The experimental procedure was programmed in
MATLAB using the Psychophysics Toolbox 3.0 extensions
(Brainard 1997).

Data acquisition

The neural signals of the listeners were recorded from 36
channels by an fNIRS system (NirScan Inc., HuiChuang,
Beijing). As shown in Fig. 1c, three sets of optode probes
were placed covering the prefrontal cortex and bilateral
inferior frontal, pre- and post-central, inferior parietal,
middle and STG, etc. The positions of CH21 and CH31
were placed at T3 and T4 according to the international
10-20 system. The center of the prefrontal probe set was
placed at FPz position. The fNIRS signals were recorded
at a sampling rate of 17 Hz, with the near-infrared light
of 2 different wavelengths (740 and 850 nm). The con-
centration change of oxy-hemoglobin (HbO) and deoxy-
hemoglobin (HbR) was obtained based on the modified
Beer-Lambert law.

The neural signals of the speakers were recorded from
the same 36 channels by another fNIRS system (NirScan
Inc., HuiChuang, Beijing), with a sampling rate of 12 Hz
and the near-infrared light of 3 different wavelengths
(785, 808, and 850 nm). Similar to the listeners, both the
neural signals in the task conditions (i.e. narrative speak-
ing) and a 3-min resting-state condition were obtained.

To allow a probabilistic reference to cortical areas
underlying each fNIRS channel, a procedure (Singh et al.
2005; Shattuck et al. 2008) which projects the topographic
data based on skull landmarks into a 3D reference frame
(MNI-space, Montreal Neurological Institute) was per-
formed based on NIRS_SPM (Ye et al. 2009). The proce-
dure is expected to provide a spatial registration of each
channel with a standard deviation of 4.7~7.0 mm (Singh
et al. 2005). The anatomical labels with the percentage
of overlap for each channel, as well as the corresponding
MNI coordinates, are listed in Table S2.

Data analysis

Preprocessing

Two preprocessing steps were applied to remove possible
motion artifacts by using HoMER2 software package
(Huppert et al. 2009). First, the targeted principal

component analysis (tPCA; function: hmrMotionCorrect-
PCArecurse; input parameters: tMotion=0.5, tMask=1,
STDthresh =30, AMPthresh=0.5, nSV=0.97, maxlter=5)
was applied to identify and correct the motion artifacts
contained in raw data. The artifact-related principal
components were removed, and the remaining principal
components were back-projected to reconstruct the
cleaned fNIRS signals (Yucel et al. 2014). Next, to
further reduce possible artifacts, motion artifacts were
identified (function hmrMotionArtifactByChannel; input
parameters: tMotion=0.5, tMask=1, STDEVthresh =30,
AMPthresh=0.5) and then corrected by a cubic spline
interpolation method (function hmrMotionCorrect-
Spline; input parameters: P=0.99) (Scholkmann et al.
2010). The parameters of the 2 algorithms were the
same as our previous study (Li et al. 2021), allowing
us to have a fair comparison of the results from
the 2 studies. Then, the data of the listeners were
downsampled to 12 Hz to match the sampling rate of the
speakers’ data.

Interbrain neural coupling analysis

The interbrain neural coupling between the speakers
and the listeners in both the resting-state and the task
sessions was analyzed. The MATLAB function “wcoher-
ence” (Grinsted et al. 2004) was used to calculate the
wavelet transform coherence (WTC), which assessed the
cross-correlation between 2 series of physiological sig-
nals as a function of frequency and time (Cui et al.
2012; Gvirts and Perlmutter 2020; Hu et al. 2021). First,
each trial in the task sessions was extended to 300 s,
covering the 90-s trial duration and additional 105-s
periods both preceding and after the trial. The extended
periods were included for the WTC analysis to ensure
a reliable calculation of the interbrain couplings over
the frequency range of interest. The WTC was then cal-
culated over the two 300-s fNIRS signal segments from
the listener and the corresponding speaker and orga-
nized in a two-dimension matrix in time and frequency
domains. In specific, the non-analytic Morlet wavelet
(wo =6, smallest scale sy=1/6, spacing between scales
ds=0.4875) was used for the WTC calculation, resulting
in the coherence values of the 3,600 time points over the
whole 300-s duration at 121 frequency bins ranging from
0.0056 to 5.73 Hz. The above calculation was conducted
for all listener—speaker channel combinations, forming
1,296 (36 channels from the speaker x 36 channels from
the listener) cross-channel combinations in total. Sec-
ond, the coherence values were time-averaged across
the 90-s trial duration and then converted into Fisher-z
values.

The follow-up analysis was focused on the frequency
range of 0.01-0.032 Hz. This frequency band was decided
based on our previous finding that neural activities of the
speakers and the listeners during noisy speech commus-
nication were coupled in 0.01-0.032 Hz (Li et al. 2021). To
verify the validity of the selection for the present dataset,
we analyzed the neural coupling at each frequency bin.
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Fig. 1. Schematic of the experimental design. A) The experimental design. B) The experimental procedure for the non-native listener. C) The fNIRS
optode probe set for both the listeners and the speakers. Channels of 21 and 31 were placed at T3 and T4, and the center of the prefrontal probe set was
placed at FPz, in accordance with the international 10-20 system. The probe set covered typical speech-related brain regions, including the prefrontal

cortex and bilateral IFG, pre- and post-central gyrus, MTG and STG, etc.

As shownin Fig. S1, the difference amongneural coupling
in various listening conditions was most significant in
this frequency band.

Afterward, the coherence value in this frequency band
was selected and averaged. The coherence values of the
8 trials with the same noise level were further averaged
within each participant, resulting in averaged interbrain
coherence values per participant per noise level for the
statistical analysis.

The speaker-listener neural coupling in the resting-
state condition was analyzed in a similar way. The 180-s
resting-state data per listener were extended to a 300-
s segment (both 60-s periods preceding and after the
state were included), and the couplings were calculated
between the listener and each of the 6 speakers. The

coherence values of the middle 90 s were averaged,
and then Fisher-z transformed. Next, the time-averaged
coherence values were averaged in the same frequency
band as above. Finally, for each listener, the coherence
values to the speakers under the resting-state condition
were averaged among all 6 speaker-listener pairs. The
resting-state session served as the baseline for the
tasking session. Based on the above calculation, each
listener had the coupling values under 5 conditions,
i.e. the 4 noise levels and the resting-state, over 1,296
channel combinations in the frequency band of interest
(0.01-0.032 Hz).

At the group level, a repeated-measures ANOVA
(rmANOVA) was first applied to identify the channel
combinations that showed significant modulation
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of speaker-listener neural coupling by the within-
participant factor of task condition. As no explicit
hypothesis regarding the variations of neural couplings
by the noise conditions could be formulated, the
rmANOVA was conducted among all the 5 conditions,
le. the resting-state condition and the 4 noise levels,
to capture all possible changes of the neural couplings
that could be related to speech-in-noise processing.
The rmANOVA was performed separately for all the
1,296 channel combinations. To account for multiple
comparisons, the false discovery rate (FDR) correction
method was applied (Benjamini and Hochberg 1995).
When significant, a post-hoc analysis was used to
compare the pair-wise neural coupling levels between
different conditions. One brain region on the listeners’
side would be regarded to be relevant for the processing
of the non-native speeches if the neural couplings of
at least one of the noise levels were different from the
resting-state condition.

To further explore the specificity of the identified
channel combinations for non-native speech processing,
the dataset from our previous study with the same
paradigm but native listeners (Li et al. 2021) was used
for comparison. Specifically, as the data processing
procedure was kept consistent in both studies, the
channel combinations of interest (i.e. with significant
modulation by the within-participant factor of task
condition) in the present study were applied to the fNIRS
dataset from the previous study. The coherence at the
resting-state condition was subtracted from those at the
4 noise levels to better compare the neural couplings
from 2 different groups of listeners. A mixed-design
ANOVA with the between-subject factor of listeners
(native vs. non-native listeners) and the within-subject
factor of noise level (4 noise levels) was then applied
to the median fNIRS coherence over all the channel
combinations of interest to get an overview of the
difference between the 2 datasets. Any significant
difference for the listener factor would inform us about
the specificity of the present data for non-native speech
processing.

To reveal the listeners’ brain regions in support of
an adaptive processing of noisy speeches, correlational
analysis was applied between the neural couplings
and the comprehension performance (accuracy) over
the brain regions showing a significant task condition
effect of the corresponding neural couplings (see above).
Specifically, Spearman’s correlation was computed
between the coherence values of each listener and their
speech comprehension performances at each of the 4
noise levels. A significant correlation would imply a
behavioral relevance of the involved brain region of
the listener at an individual listener’s level that could
support noise adaptation.

The above analyses were performed on both the HbO
and the HbR signals. However, the HbR-based analyses
revealed different speaker-listener neural coupling pat-
terns from the results of HbO-based analyses: only one

channel combination was reported to show a negative
correlation between neural coupling and comprehension
performance. As no positive behavioral correlation of
HbR-based neural coupling was found, and the HbO
signals have been suggested to own a higher SNR than
the HbR signals (Mahmoudzadeh et al. 2013; Zhang et
al. 2020), only the HbO-based results were reported in
Results section. The HbR-based results are shown in Figs.
S2 and S3.

Single-brain activation analysis

The listener’s fNIRS channels that showed significant
neural coupling were further selected for the following
single-brain analyses of activations. The single-channel
activations were calculated as the average of HbO values
among trials in the same noise level. Before average,
the HbO values were converter into the z-scores by the
middle 90 s of the resting-state session. Similarly, for
each channel, an rmANOVA was applied to analyze the
activation patterns at the 4 noise levels. Also, behavioral
correlations were calculated to examine the behavioral
relevance of the neural activations at these noise levels.

Results

Behavioral performance

The speech comprehension performance was calculated
by the average accuracy of the 4-choice questions over
all trials within a noise level. The speech comprehension
scores were 78.75+£3.29%, 68.134+5.15%, 51.04 +4.22%,
and 42.71+3.74% (mean + SE) at the noise levels of NN,
2 dB, —6 dB, and —9 dB, respectively, with lower perfor-
mance score with lower SNR level (stronger noise). A
significant effect of the noise level on the comprehension
performance was observed (rmANOVA, F(3, 42) =54.224,
P <0.001). Post-hoc analysis showed that all compar-
isons were significant (post-hoc t-test, Ps < 0.05, FDR cor-
rected). Besides, even at —6 and —9 dB, the comprehen-
sion scores were significantly higher than random level
25% [t(14)=12.09, 11.41, Ps < 0.001].

At the 4 noise levels, the clarity scores were 6.83 £ 0.05,
4.63+0.21, 2.73+0.24, and 2.12+0.23 (mean+SE),
respectively, and the intelligibility scores were 6.00 £0.17,
4.75+0.25, 2.84+0.29, and 2.16+0.30 (mean=+SE).
The subjective ratings of clarity and intelligibility also
showed significant effects of the noise level [TmANOVA,
F(3, 42)=216.64 and 94.50, Ps <0.001]. Post-hoc t-tests
revealed significant pairwise differences for all com-
parisons (post-hoc t-test Ps <0.05, FDR corrected). The
behavioral performances are summarized in Fig. 2. It
is noteworthy to point out that while the non-native
listeners self-reported a sharp decrease of the clarity
and intelligibility ratings when the noise was stronger,
they still achieved a moderate level of comprehension.

Neural couplings between speaker and listener

The rmANOVA of neural coupling revealed 10 channel
combinations with a significant effect of task condition,
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Fig. 2. The behavioral performance. Repeated measures ANOVA results for accuracy, clarity, and intelligibility were significant (Ps < 0.001). The post-hoc
t-tests indicated that all comparisons were significant (post-hoc t-test, Ps < 0.05, FDR corrected). The error bar means the standard error.

as shown in Fig. 3. The channel combinations covered
the listener’s right middle frontal gyrus (right MFG,
CH1), the left IFG (CH17), the right preCG (CH27),
the right STG (CH29/31), the right postCG (CH30),
and the right MTG (CH35). On the speaker’s side,
related brain areas were more restricted, centering
over the right STG (CH29/31) and the right postCG
(CH30).

For all these identified channel combinations, stronger
speaker-listener neural couplings were observed at all
the 4 noise levels than the resting-state condition (post-
hoc t-test, Ps <0.05, FDR corrected, Fig. 3B). For 6 out
of these 10 channel combinations, no significant differ-
ences among the noise levels were found.

However, there are 4 channel combinations showing
significant differences among the noise levels as well
(post-hoc t-test, Ps<0.05, FDR corrected). For CH30-
CH27, the neural couplings at 2 dB were lower than
those at —9 dB; for CH31-CH27, the neural couplings
at 2 dB were lower than those at the other 3 levels;
for CH30-CH29, the couplings showed an increasing
trend, with lower couplings at NN and 2 dB than
—9 dB; for CH31-CH30, the couplings were lower at 2 dB
than —6 dB.

Comparison of non-native and native listeners’ neural
coupling to speakers

The mixed-design ANOVA revealed a marginally signif-
icant main effect of listeners [F(1, 28)=3.574, P=0.069]
for the median speaker-listener neural coupling over all
the 10 channel combinations showing a significant noise-
level effect for non-native speech-in-noise processing. As
shown in Fig. S4a, the neural coherence was generally
higher for non-native speech-in-noise processing than
the native counterpart. Post-hoc analysis revealed that
the non-native vs. native difference was significant at the
noise level of —9 dB (P=0.037) and the differences were
not significant in the other 3 noise levels (Ps > 0.05). The
coherences at each individual channels are displayed in
Fig. S4b, which showed similarly higher coherences over
these channel combinations for non-native speech-in-
noise processing.

Behavioral relevance of the speaker-listener neural
couplings

The correlation analyses between the speech compre-
hension performance and the neural coupling revealed
the brain regions functionally related to the compre-
hension of the noisy speech. Figure 4A shows the cor-
relational r-values for the channel combinations with a
significant task condition effect at all 4 noise levels. Only
the neural couplings between the speakers’ right postCG,
the right STG and the listeners’ right postCG (CH30-CH30,
CH31-CH30), the speakers’ right STG, and the listeners’
right STG and the right MTG (CH31-CH31, CH31-CH35)
were positively correlated with the comprehension per-
formance at the noise level of —9 dB (r=0.68, 0.54, 0.51,
0.54, uncorrected Ps =0.005, 0.039, 0.051, 0.036). The other
r-values were nonsignificant (Ps > 0.05).

Figure 4B demonstrates the scatter plots of the corre-
lation results and the brain localization of the 4 channel
combinations with significant behavioral relevance. We
further compared the correlations among all 4 noise
levels for each channel combination. For CH30-CH30, the
correlation at —9 dB was significantly larger than that at
2 and —6 dB (Ps=0.003, 0.065); for CH31-CH31, the corre-
lation at —9 dB was larger than thatat 2 dB (P=0.056); and
for CH31-CH35, the correlation at —9 dB was larger than
that at —6 dB (P=0.004). The other comparisons were
nonsignificant (Ps > 0.05).

Single-brain activation of the listener

The single-brain activations over CH1/17/27/29/30/31/35
of the listeners’ brain within the frequency range of 0.01-
0.032 Hz were not significantly higher than the resting-
state condition at the 4 noise levels, and the 4 noise
levels did not differ from each other either (Ps> 0.05).
Besides, no significant correlation was found between
these single-brain activations and the speech compre-
hension performance (Ps > 0.05).

Discussion

The present study investigated the neural mecha-
nism of comprehending non-native speech in a noisy
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Fig. 3. The repeated measures ANOVA results of the speaker-listener neural coupling. A) The colored lines connect channel combinations between
the speaker and the listener that show statistically significant differences across the 5 conditions (Ps < 0.05, FDR corrected). A right-lateralized neural
pattern was observed for both the speaker and the listener. B) The neural coupling of these channel combinations in the 5 conditions. The error bar
means the standard error. The asterisks over the resting-state condition bins indicate that the corresponding neural couplings were significantly lower
than all the other 4 conditions (post-hoc t-test, Ps < 0.05, FDR corrected). The horizontal lines indicate significant pairwise differences (post-hoc t-test,
Ps < 0.05, FDR corrected).NN means no noise; 2, —6, —9 mean noise levels whose SNR equaling to 2, —6 and — 9 dB; r means resting-state.

environment by an fNIRS-based interbrain approach. A
group of native Korean participants who have studied
Chinese as a non-native language after their critical
language-learning period were invited to listen to
Chinese narratives under different noise conditions.
These narratives were spoken by another group of native
Chinese speakers. The neural activities of both the
listeners and the speakers were measured by fNIRS.

The interbrain neural coupling analysis showed that
the neural activities of the listeners’ right STG, the right
MTG, the right postCG, the right preCG, the right MFG,
and the left IFG were coupled to the speakers’ right
postCG and the right STG. Furthermore, only the neural
couplings of the listeners’ right STG, the right MTG, and
the right postCG were positively correlated with the
comprehension performance at the strongest noise level
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Fig. 4. The behavioral relevance of the speaker-listener neural couplings. A) The r-values of the correlations analysis between the couplings and
the accuracy for all channel combinations with a significant task condition effect. B) For CH30-CH30, CH31-CH30, CH31-CH31, and CH31-CH35, the
correlations at —9 dB were significant or marginally significant (r=0.68, 0.54, 0.51, 54, uncorrected Ps=0.005, 0.039, 0.051, 0.036). The other correlations
were not significant (Ps > 0.05). b) The scatter plots show the correlations between the couplings of CH30-CH30, CH31-CH30, CH31-CH31, and CH31-CH35
and the accuracy score at 4 noise levels. ** means P < 0.01; * means P <0.05; T means P <0.1.

(=9 dB). These results revealed how the listener’s brain
was adaptively comprehending the non-native speeches
in noise.

The right-lateralized distribution of the significant
listener—speaker neural couplings in the speech con-
ditions as compared with the resting-state condition

provided new evidence in support of a right-lateralized
mechanism to process non-native speech. Although the
non-native speech processing has long been associated
with right-lateralized brain regions (Friederici 2011;
Archila-Suerte et al. 2013; Qi et al. 2019; Cotosck et al.
2021; Yi et al. 2021) of the listeners for key features of
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non-native language usage, such as language proficiency
(Hull and Vaid 2007; Qi et al. 2015, 2019), learning
outcome (Qi et al. 2019), etc., the investigations to
date have mainly focused on the neural couplings
of the listeners’ brain to the speech information (e.g.
the conventional event-related analysis). By taking the
speakers’ neural activities as references for an interbrain
coupling analysis, our findings on the listeners’ side
further suggest the possible association between the
listeners and the speakers. As the speakers’ neural
activities could reflect information from the simple
speech acoustics level to a higher level about the
intention of the speakers (Jiang et al. 2021; Yeshurun
et al. 2021), our results are consistent and extending
the present understanding of the possible functional
roles of the listeners’ right hemisphere for non-native
speech processing. Specifically, the right hemisphere of
the listeners could be responsible for the processing of
the acoustic and phonological variation in the non-native
speech stream (Lattner et al. 2005; Wolmetz et al. 2011;
Di Liberto et al. 2018; Weed and Fusaroli 2020; Lakertz
et al. 2021), as well as possibly the messages that the
speakers intended to convey (Silbert et al. 2014; Dai et
al. 2018; Pan et al. 2020). In this study, the coupled brain
regions on the speakers’ side were also right-lateralized
over the right STG and the right postCG, which have
been proposed to be mainly related to the representation
and generation of auditory information during speech
production (Tanaka and Kirino 2018; Yamamoto et al.
2019). These regions were coupled to wider areas on the
listeners’ side, including the auditory-related regions
(the right STG, CH29/31; the right MTG, CH35), the
sensorimotor-related regions (the left IFG, CH 17; the
right preCG, CH27; the right postCG, CH30), and the
high-level prefrontal region (the right MFG, CH1). To sum
up, with the auditory representation from the speakers’
brain as the reference, it is plausible to assume that the
listeners employed both an auditory and a sensorimotor
mechanism for the processing of the non-native speech
toward a shared representation of the conveyed speech
information.

It is interesting to note that the neural couplings from
the sensorimotor-related regions on the listener’s side
were also right lateralized. While the right lateralization
of the auditory processing for non-native language
has been well documented (Weed and Fusaroli 2020;
Lakertz et al. 2021), the possible neural mechanisms for
right-lateralized sensorimotor processing for non-native
speeches remain elusive. Nevertheless, emerging evi-
dences have suggested the recruitment of bilateral sen-
sorimotor system during speech production (Stephens
et al. 2010; Silbert et al. 2014b) and speech-in-noise
comprehension (Du et al. 2014, 2016). Recent studies
have speculated that the left and right sensorimotor-
related regions could have different functional roles for
speech processing: while the phonemic processing is
strongly left-lateralized, the sensorimotor processing of
prosody has been suggested to be lateralized to the right

hemisphere (Hickok and Poeppel 2007; Sammler et al.
2015; Tang et al. 2021). Hereby, it is plausible to assume
that the right-lateralized neural couplings over the
sensorimotor regions on the listener’s side could reflect
a shared representation of the prosodic information.

More importantly, the listener-speaker neural cou-
plings from the speech-auditory-related regions of the
listeners’ brain suggest an adaptive mechanism for com-
prehending noisy non-native speeches. The couplings
originated from the speech-auditory-related regions of
the listeners, i.e. the right STG (CH31) and the right MTG
(CH35), showed a significantly positive correlation with
the individualized comprehension performance at the
highest noise level (—9 dB): the higher the neural coupling
between the listeners and the speakers over these
regions, the better the comprehension performance.
Hereby, the behavioral relevance would highlight the
functional importance of these speech-auditory-related
regions of the listeners for an adaptive processing of
noisy speeches. It supported the hypothesis that non-
native people relied on the auditory processing to
comprehend noisy speeches (Qi et al. 2019; Borghini and
Hazan 2020; Song et al. 2020).

Meanwhile, the behavioral relevance of listener—
speaker neural coupling also reveals the involvement
of the sensorimotor-related regions of the non-native
listeners to comprehend the noisy speeches. As shown
in Fig. 4B, the coupling from the right postCG (CH31)
of the listeners was also positively correlated with the
comprehension performance at the high noise level. It
was consistent with previous studies on native speech
that the postCG could adaptively maintain the speech
representation under adverse conditions (Du et al. 2014,
2016; Du and Zatorre 2017). However, the recruitment of
the sensorimotor-related regions for non-native listeners
was only restricted to the right postCG, without an
extension to more broader regions such as the IFG and
the preCG, etc. (Sehm et al. 2013; Alain et al. 2018).
This limited recruitment suggests that the non-native
listeners might fail to establish a sufficiently strong
sensorimotor-related representation of the perceived
speech information in support of effective compre-
hension as the native listeners did (Jones et al. 2013;
Archila-Suerte et al. 2015). In spite of this, the present
study revealed right-lateralized and mixed mechanisms
of both the auditory- and sensorimotor-based processing
for non-native speech-in-noise comprehension.

Although the present study did not conduct the
experiment with native listeners, the results can be
compared with our previous study (Li et al. 2021), in
which a group of native (Chinese) listeners attended an
experiment paradigm with the same speech materials
from the same speakers. For both studies, the listener—
speaker neural couplings were found to be within the
same frequency range, suggesting a common spectral
mechanism for listener-speaker communication. How-
ever, the spatial patterns of the listener—speaker neural
couplings were substantially different. First, while the
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coupled brain regions on the native listeners’ side were
localized to the left IFG and the right MTG/AG, additional
right-lateralized brain regions extending to the anterior
part were included for the non-native listeners. The
specificity of the right-lateralized regions for non-native
speech-in-noise processing was further supported by the
comparison analysis using the dataset from the present
study and the dataset from our previous study (Li et al.
2021): As shown in Fig. S4, the neural couplings to
the speakers were generally higher for the non-native
listeners than the native listeners, suggesting that
these regions could be more related for non-native
rather than speech-in-noise processing in general.
Second, the noise adaptation mechanism as reflected
by the behavioral relevance analysis highlighted the
left IFG for native listeners but the right speech-
auditory-related regions, i.e. the right STG and the right
MTG, and one right sensorimotor-related region, i.e.
the right postCG, for non-native listeners. It not only
provides important support for the notion of a distinct
auditory-based mechanism for the non-native listeners
to adaptively process the perceived speeches but also
reveals the different recruitments of the sensorimotor-
based mechanism for native and non-native listeners.
While both the right postCG and the left IFG belonged to
the sensorimotor-integration-related regions (Hickok et
al. 2011; Du et al. 2014), they were supposed to support
speech-in-noise comprehension in distinct ways: while
the postCG has been proposed to compensate for the
noise-masked phonological information by articulatory
simulation (Du et al. 2014; Du and Zatorre 2017), the
left IFG has been shown to be more activated when
the speech was more intelligible or predictable (Davis
and Johnsrude 2003; Okada et al. 2010; Abrams et al.
2013) and thus considered to promote speech-in-noise
comprehension by high-level linguistic processing, such
as the semantic prediction in a top-down manner (Sehm
et al. 2013; Alain et al. 2018). Following this line, it
could be inferred that the speech information processed
by the sensorimotor integration has reached to a high
linguistic level for the native listeners, but it remained
at the phonological level for the non-native listeners
(Bidelman and Dexter 2015; Drijvers et al. 2019). Last but
not least, the coupled brain regions on the speakers’ side
were more widely distributed for the native listeners
(frontal and bilateral temporal regions) than the non-
native listeners (only right-lateralized temporal regions).
From the speaker’s side, it further supported the above
discussion that non-native listeners were mainly dealing
with the auditory information during speech-in-noise
comprehension. Hereby, the non-native listeners might
have a limited capability to understand the speaker,
resulting in a generally worse performance, especially
in noisy conditions.

It should also be mentioned that the observed
neural couplings were mainly focused in an ultra-low
frequency band of 0.01-0.032 Hz. Interbrain coupling at
a similar frequency range has been previously reported
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inZhuoran Li et al. studies about interpersonal verbal
communication (Zheng et al. 2018; Liu et al. 2019).
The frequency range could correspond to the theme
or scene-level processing of the speech narratives as
suggested by a recent fMRI study (Baldassano et al.
2017). Due to the limited temporal resolution of the
fNIRS technique, the neural activities corresponding
to the word or syllable level might not be effectively
captured. This might explain the absence of the left-
hemisphere brain regions that have been frequently
reported in previous EEG or MEG single-brain studies
for the processing of fast-changing speech dynamics
(Giraud and Poeppel 2012; Ding et al. 2016; Teng et al.
2020). Alternatively, it could be possible that the right
hemisphere was dominant for non-native speech pro-
cessing, as a left-lateralized neural coupling pattern was
observed in our previous study on native speeches with
a similar paradigm and data analysis procedure (Li et al.
2021). Further studies with simultaneously EEG and
fNIRS/fMRI recordings could help elucidate this issue.
This study has some limitations that should be
noted. First, the present study only recruited the Korean
participants as non-native listeners. Although the results
were compared with our previous study (Li et al. 2021)
with native listeners, the possible difference in the
demographic information of the 2 group of listeners such
as their cultural background, language experience, etc.,
could complicate the interpretation. It would be ideal to
have a group of listeners to comprehend speeches in both
their native and second (non-native) languages, in order
to have a within-participant design to further evaluate
the specificity of the right-lateralized mechanism for
non-native speech-in-noise comprehension. Second, the
present study adopted a sequential interbrain approach
rather than having real-time speech communications.
While the sequential design is advantageous for its high
flexibility in controlling and manipulating the noise level
of speeches, its ecological validity might be limited for
its lack of real-time bidirectional interaction between
speakers and listeners. Real-time communications could
further facilitate speech-in-noise comprehension by
having an enhanced shared representation between the
speaker and the listener and more active prediction
of the speaker, leading to broader and stronger neural
couplings (Jiang et al. 2021; Kelsen et al. 2022). Third,
given the spatial resolution of the fNIRS technique and
the precision of the localization method, the results
were interpreted at a relatively coarse anatomical level
(at the scale of the cerebral sulci and gyri). While the
distinction between the sensorimotor-related and the
auditory-related regions was not likely to be affected,
a finer spatial localization would require imaging
techniques such as fMRI and ECoG (e.g. Stephens et al.
2010; Yi et al. 2021; Zhang et al. 2021). Lastly, the
direction of the neural coupling was not analyzed in the
present study. While the exploration of the directionality
would provide more information about the temporal
dynamics of the speaker-listener neural coupling

220z Jaquisldag zz uo Jesn Ausiaaiun Buo| oeir ireybueys Aq 2g/8999/Z0E£0BYA/I02199/S60 L 01 /10P/3[0IIB-80UBAPE/I00182/W00 dNoolWapeoe//:sdiy Woll papeojumoq


https://academic.oup.com/cercor/article-lookup/doi/10.1093/cercor/bhac302#supplementary-data

12 | Cerebral Cortex, 2022

(Stephens et al. 2010; Dai et al. 2018), additional
hypotheses need to be formulated in order to further
promote our understanding of the non-native speech-in-
noise processing.
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