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a b s t r a c t 

Speech mental imagery is a quasi-perceptual experience that occurs in the absence of real speech stimulation. 

How imagined speech with higher-order structures such as words, phrases and sentences is rapidly organized and 

internally constructed remains elusive. To address this issue, subjects were tasked with imagining and perceiving 

poems along with a sequence of reference sounds with a presentation rate of 4 Hz while magnetoencephalography 

(MEG) recording was conducted. Giving that a sentence in a traditional Chinese poem is five syllables, a senten- 

tial rhythm was generated at a distinctive frequency of 0.8 Hz. Using the frequency tagging we concurrently 

tracked the neural processing timescale to the top-down generation of rhythmic constructs embedded in speech 

mental imagery and the bottom-up sensory-driven activity that were precisely tagged at the sentence-level rate of 

0.8 Hz and a stimulus-level rate of 4 Hz, respectively. We found similar neural responses induced by the internal 

construction of sentences from syllables with both imagined and perceived poems and further revealed shared 

and distinct cohorts of cortical areas corresponding to the sentence-level rhythm in imagery and perception. This 

study supports the view of a common mechanism between imagery and perception by illustrating the neural 

representations of higher-order rhythmic structures embedded in imagined and perceived speech. 
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. Introduction 

Mental imagery is a quasi-perceptual experience that can be inter-

ally represented in the absence of external stimulation ( Kosslyn et al.,

001 ). The subjective experience of speech mental imagery is ubiqui-

ous in humans, such as speaking or singing in someone’s mind. Previ-

us functional magnetic resonance imaging (fMRI) studies have demon-

trated that speech mental imagery involves some of the same neural

achinery as auditory perception in the temporal region ( McGuire et al.,

996 ; Shergill et al., 2001 ; Aleman et al., 2005 ) and also recruits brain

egions outside the traditional auditory cortex, such as the inferior

rontal gyrus (Broca’s area), which is associated with speech production

 Aleman et al., 2005; Kleber et al., 2007; Papoutsi et al., 2009; Price,

012; Rueckert et al., 1994; Tian et al., 2016 ) and the temporopari-

tal junction that is related to memory storage and retrieval ( Kleber

t al., 2007; Rueckert et al., 1994; Tian et al., 2016 ) However, the tem-

oral resolution of fMRI is not optimal to adequately characterize the

apid neural dynamics underlying the internal construction of imagined

peech. 
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Recently, magnetoencephalography (MEG) and electroencephalog-

aphy (EEG) recordings with higher temporal resolution have been

sed to investigate the dynamic neural representations of imagined

peech. Neurophysiological evidence consistent with the view of com-

on mechanisms between speech imagery and perception has been ob-

ained that shows that acoustic features of imagined speech can be re-

onstructed based on the computational model built from actual speech

 Martin et al., 2014 ) and can be decoded from neural activity in the

uperior temporal gyrus (STG) with additional contributions from the

rontal cortex and sensorimotor cortex ( Martin et al. 2016 ). Imagined

peech also causes high gamma activity changes in the superior tempo-

al lobe and the temporoparietal junction ( Pei et al., 2011 ) and shares

 phonological processing network with overt speech ( Brumberg et al.,

016 ). The close relation between speech imagery and perception is

urther demonstrated by studies that show an early-stage interaction be-

ween the top-down generation of speech mental imagery and bottom-

p stimulus-driven perception by using the imagery-perception repeti-

ion paradigm ( Ylinen et al., 2015 ; Whitford et al., 2017 ; Tian et al.,

018 ). 
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The frequency-tagging paradigm allows for the detection of neural

ignals that change periodically over time. It is a useful tool to investi-

ate the rhythm of internally constructed structures, for example, mu-

ic rhythm perception ( Nozaradan et al., 2011 ; Nozaradan et al., 2018 ;

enc et al., 2018 ) and speech linguistic construction ( Ding et al., 2016 ),

nd has recently been applied to imagery studies ( Lu et al., 2019 ).

pecifically, Lu et al. (2019) tracked the cyclical neural responses in-

uced by a mental imagery task and discovered frequency-tagged MEG

esponses to the rhythmic mental operation of silent counting. However,

he following considerations should be noted. (i) In real-life situations,

he subjective experience of speech mental imagery is more than count-

ng numbers in the mind. Speech processing includes multiple process-

ng stages, from the spectrotemporal analysis of low-level acoustic fea-

ures and phonetic and categorical encoding to higher-level semantic

nd linguistic processing ( Hickok and Poeppel, 2007 ). How imagined

peech with higher-level structures, such as imagined words, phrases

nd sentences, is internally unitized and rapidly represented remains

lusive. (ii) Furthermore, given the close relationship between speech

magery and perception, it is still unclear whether the internal construc-

ion of imagined speech with higher-order structures shares a common

eural mechanism with that of perceived speech. Filling this research

ap is critical for understanding the top-down brain function involved

n mental imagery construction and will contribute to developing speech

europrosthetic devices that turn internal speech into external signals

n applications of brain-machine interfaces. 

In the present study, we aim to determine the neural representations

f imagined speech with higher-order structures and their relationship

ith speech perception. Our work is inspired by a recently established

etric for tagging the rhythms of phrases and sentences during speech

omprehension recently established ( Ding et al., 2016 ; Sheng et al.,

019 ), which has yielded valuable insights about internally constructed

rganization in perceived speech when the bottom-up input of contin-

ous speech is parsed into hierarchically embedded structures over dis-

inct timescales. Here, we selected traditional Chinese poetry (named

ueju ), which contains four sentences (lines) of five syllables, as the ex-

erimental material to achieve our research goal. There are two reasons

hy traditional Chinese poems were used in our study. First, Mandarin-

peaking subjects are familiar with traditional Chinese poetry and are

ble to rapidly generate the mental imagery of a Chinese poem based

n their memory without any external cues, allowing for neural track-

ng of imagined speech in the absence of external stimulation. Second,

he rhythm of a traditional Chinese poem renders it suitable for cap-

uring the periodical neural responses to syllables and sentences of the

oem at tagged frequencies. We propose that the neural representation

f rhythmic constructs in imagined speech (i.e., syllables and sentences

n an imagined poem) share a common mechanism with that in speech

erception. 

. Materials and Methods 

.1. Participants 

Twenty-four young participants (14 females; mean age: 22.7, stan-

ard deviation: 3.7) took part in this experiment. All participants were

ight-handed, with no hearing loss or mental disorders based on their

elf-reports. The participants gave their informed consent before the ex-

eriment and were paid a modest stipend for their participation. The

eking University Institutional Review Board approved this study. 

.2. Stimuli 

We generated a pure tone stimulus with a duration of 50 ms and a

requency of 440 Hz in Adobe Audition software (CS6, Adobe Systems

nc., San Jose, California, USA). The sound was sampled at 16 kHz. A

equence of 80 pure tones was prepared as the reference sound, and the
2 
nset-to-onset interval of the pure tones was set to 250 ms. The reference

ound lasted for 20 s. 

The speech stimuli were three traditional Chinese poems (entitled

Sympathy for the peasants ”, “A tranquil night ” and “Spring morning ”).

ach poem contained 20 syllables with every five syllables forming a

entence (line). Here, the rhythmic constructs in a poem were defined

s periodically combining syllables into sentences. In the perception

ondition, we synthesized the poem using the male speaker Liang of

eospeech synthesizer ( http://www.neospeech.com/ ). The duration of

ach syllable was adjusted to 250 ms by padding a silence or removing

he end of a syllable with a 25 ms cos 2 falling ramp. An actual poem

asted for 5 s and was repeated 4 times to match the 20 s reference

ound. 

.3. Procedure 

In the experiment, the participants sat inside a dimly lighted two-

ayer magnetically shielded room (Vacuumschmelze GmbH, Germany).

 projection screen was placed in front of the participants at a distance

f 1 m. The sound stimuli were presented via MEG-compatible insert ear-

hones (CareFusion, Germany) at a comfortable sound level for the lis-

eners. There were three blocks (conditions) in the experiment ( Fig. 1 ):

1) the imagery condition, (2) the perception condition, and (3) the con-

rol condition. Each condition contained 15 trials. In the imagery and

erception conditions, one target poem was selected in a trial, and each

f the three Chinese poems was selected as the target poem 5 times for

 total of 15 trials. The presentation order of three conditions was ar-

anged using a Latin square design across subjects, and the presentation

rder of the 15 trials in a condition was randomized. 

At the beginning of each trial, the instructions were shown on the

creen. In the imagery condition, the instruction read “Please imagine

he following poem loudly in mind following the pure tones ”, and the

ontent of the target poem was presented on the screen. The partici-

ant pressed a response button using his/her index finger of the right

and after he/she was ready. Then, the visual content of the target poem

isappeared, and a fixation point appeared at the centre of the screen.

fter a random interval of 1–1.5 s, a sequence of pure tones was bilat-

rally presented to the subjects as the reference sound, with a 250 ms

nset-to-onset interval between the pure tones. Therefore, the stimulus-

resentation rate was tagged at 4 Hz. In the meantime, the subjects were

equired to imagine the target poem in the mind four times following

he reference sound, leading to the mental construction of 80 syllables

ollowing the 80 pure tones. Critically, 16 sentences were formed from

he 80 syllables with every 5 syllables combined as a sentence; thus,

he rhythm of sentences was tagged at 0.8 Hz. It was noteworthy that,

y applying a frequency-tagging paradigm, we were able to track the

hythmic neural signals induced by the internal construction of imag-

ned speech without requiring overt articulation in the imagery con-

ition. In the perception condition, the instruction read “Please listen

arefully to the following poem ”, and the content of the target poem

as also displayed on the screen. The trial structure was the same as

hat in the imagery condition, except that real speech stimuli of the

arget poems were presented along with the reference sound and the

articipants were asked to listen to the actual poems instead of forming

peech mental imagery. The sentence-level rhythm in a perceived poem

as also tagged at 0.8 Hz, and the stimulus-/syllable-level rhythm was

agged at 4 Hz. In the control condition, the instruction read “Please

ount freely in your mind ”, and the participants counted numbers in

heir minds without strictly following the presentation of the pure tones

ntil the sound sequence terminated. The free counting task in the con-

rol condition was designed to maintain participants’ attention and to

ontrol for the stimulus-level responses at 4 Hz caused by the presenta-

ion of pure tones. 

Before the formal experiment, the participants were required to flu-

ntly recite the three traditional Chinese poems. Then, they received

 training session to ensure they understood the procedure of the

http://www.neospeech.com/
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Fig. 1. Experimental materials for the three 

conditions. (a) In the imagery condition, men- 

tal imagery of a target Chinese poem was 

constructed (red) while following a sequence 

of reference sounds with a 250 ms onset-to- 

onset interval (presentation rate = 4 Hz). As 

every five syllables in the imagined poem 

formed a sentence, the rhythm of the speech 

mental imagery was tagged at 0.8 Hz. The En- 

glish sense-for-sense translations of each sen- 

tence are presented. (b) In the perception con- 

dition, actual poem stimuli (yellow) were de- 

livered along with the reference sounds, gen- 

erating a stimulus-rate frequency of 4 Hz and 

a sentence-level frequency of 0.8 Hz. (c) In 

the control condition, the participants silently 

counted numbers without following the pace 

of the reference sounds. 
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xperiment and could correctly perform this task. The participants were

ll capable of generating the imagined speech of the Chinese poems fol-

owing the reference sounds according to their oral report after training.

.4. MEG and MRI collection 

The MEG data were recorded using the Neuromag TRIUX 

TM whole-

ead MEG system (MEGIN Oy, Helsinki, Finland) with 306 channels

t Peking University. Two electrooculogram (EOG) electrodes were ap-

lied to monitor the vertical and horizontal eye movements and blinks,

hich were attached inferior to the left eye and superior to the right eye.

he positions of four head-position indicator coils were detected and

ecorded at the beginning of each block. The MEG signals were sampled

t 1000 Hz and filtered online with a bandpass filter of 0.1–300 Hz. 

The structural MRI data of the subjects’ heads were collected on a

T MR scanner (Discovery MR750, GE Healthcare, Wisconsin, USA). A

hree-dimensional fast spoiled gradient echo (FSPGR) sequence was ap-

lied to obtain T1-weighted anatomical images with 1 × 1 × 1 mm 

3 

esolution. The MEG head position was co-registered to the structural

RI image according to three anatomical landmarks (the nasion and

he bilateral preauricular points) in each subject’s brain and over 150

igital points on each individual’s scalp recorded using the Probe Posi-

ion Identification system (Polhemus, Colchester, Vermont, USA). 

.5. Data pre-processing 

We first applied the signal space separation in a spatio-temporal ap-

roach (tSSS) ( Taulu and Simola, 2006 ) using Maxfilter to suppress the

agnetic artefacts of the raw MEG data. Then, bad channels with large

uctuations or excessive noise (no more than six channels per subject)
3 
ere manually identified and discarded before conducting further anal-

ses. The MEG data were registered to the head position of the first block

y MaxMove (MEGIN Oy, Helsinki, Finland). Independent component

nalysis (ICA) was used to measure eye movement- and eye blink-related

rtefacts, and then the component showing the highest correlation to the

OG signal was removed. After applying a bandpass filter of 0.2–60 Hz

nd a notch filter at 50 Hz, the data in the time window from − 1 to

0 s relative to the onset of the stimulus were epoched, and 15 trials

n each condition were averaged to obtain the event-related field (ERF)

esponses. 

We used FreeSurfer recon-all pipeline ( http://surfer.nmr.mgh.

arvard.edu/ ) to reconstruct and segment each subject’s cortex based

n their T1-weighted brain images. To calculate the forward problem,

e employed a realistic boundary element method model and used a

 mm cubic grid in the source space for source estimation. 

.6. Sensor-level activity analysis 

To eliminate the transient response at the beginning of the ERF re-

ponse, the first 1.25 s of the 20 s ERF was excluded. Thus, the du-

ation of ERF was modified to 18.75 s, resulting in a frequency reso-

ution of 0.053 Hz. This frequency resolution produces sharp spectral

esponses and allows for good detection of cyclical neural activities at

agged frequencies. Then, a noise covariance matrix was obtained from

he baseline time window of 1 s, and it was used for pre-whitening data

hen the magnetometer and gradiometer were combined in a single

stimate ( Hämäläinen et al., 2010 ). After data pre-whitening, the sig-

al in the time domain was converted to the frequency domain by fast

ourier transformation (FFT) to obtain evoked powers at each channel.

e calculated the averaged response power across all channels for the

http://surfer.nmr.mgh.harvard.edu/
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stimation of the rhythmic neural activities in the frequency domain

nder each condition. 

.7. Source Estimation Method 

A minimum L1-norm source estimation method from the recently

eveloped VESTAL-family methods ( Huang et al., 2014 ; Huang et al.,

016 ; Sheng et al., 2019 ; Lu et al., 2019 ) was applied to obtain the

ource level neural activities at the tagged frequencies. First, we trans-

ormed the m × t sensor waveform data matrix into the frequency do-

ain matrix K using FFT. Here, m is the number of MEG channels and

 is the time point. K includes both the real and imaginary parts. Next,

e retrieved the single frequency bin K f , in which f represents the se-

ected frequency bin, for source estimation aiming to concentrate on the

eural responses at the tagged frequency. Finally, we applied a convex

econd-order cone programming (SOCP) method to obtain the solution

or the minimum L1-norm problem by minimizing the bias towards the

oordinate axes as below ( Ou et al., 2009 ): 

in 
∑𝑛 

𝑖 =1 𝑤 𝑖 

√ (
𝜔 

𝜃
𝑖,𝑟𝑒𝑎𝑙 

)2 
+ 

(
𝜔 

𝜃
𝑖,𝑖𝑚𝑎𝑔 

)2 
+ 

(
𝜔 

𝜙

𝑖,𝑟𝑒𝑎𝑙 

)2 
+ 

(
𝜔 

𝜙

𝑖,𝑖𝑚𝑎𝑔 

)2 

.𝑡. 𝐊 𝑓 = 𝐆 𝛀𝑓 

(1) 

n which w represents the depth weighting vector, G represents the

 × 2N lead-field matrix, i refers to the index of the source grid, and

 refers to the number of source grids. 𝜃 and 𝜙 represent the dominant

ource directions extracted from the lead-field using singular value de-

omposition. Ωf is the solution of the optimization problem with a di-

ension of n × 1 for a certain frequency bin f . Note that with the SOCP

ethod, we combined the real and imaginary parts with different princi-

le axes derived from the same active source sites to adequately suppress

oise (i.e., reduce false-positive artefacts) in the L1-norm solvers. 

.8. Statistical analysis 

For sensor-level activities, in order to identify whether a significant

eak occurred, the peak power at a certain frequency bin was compared

ith the averaged power of its two neighbouring frequency bins using

he one-tailed paired t test. The null hypothesis for this test was that

he power at a certain frequency bin was not higher than the average

f its adjacent neighbours. We applied this test to all of the frequency

ins ranging from 0.5 to 4.5 Hz in each condition, with the false discov-

ry rate (FDR) correction for multiple comparisons. Note that the null

ypothesis here is that the power of a single frequency bin is not larger

han the average of its two neighbours. We assume that when the rhythm

f the imagined and perceived speech is tagged at certain frequencies,

he neural responses will change periodically at the corresponding fre-

uencies, causing rising power at a single frequency bin compared to its

eighbours. 

Next, to compare the frequency-tagged spectral responses between

onditions, the response powers were obtained by retrieving the peak

ower at a chosen frequency bin (i.e., 0.8 Hz and 4 Hz) relative to

he average of its two neighbouring frequency bins. Repeated measures

NOVA was conducted to compare the response powers among the three

onditions, followed by post hoc comparisons with Bonferroni correc-

ion between pairs of two conditions to identify the differences among

he imagery, perception and control conditions. 

For source-level activities, each subject’s MEG responses at a single

requency bin were calculated by combining real and imaginary parts us-

ng root mean square (RMS). A corresponding control state was obtained

y calculating the averaged MEG responses at the two neighbouring fre-

uency bins. Then, each subject’s MEG images were converted into Mon-

real Neurological Institute (MNI) space with 2 × 2 × 2 mm 

3 resolution

sing the FSL software package. The normalized image was spatially

moothed with a 5 mm full-width at half-maximum (FWHM) Gaussian

ernel and log-transformed to reduce data skew ( Huang et al., 2016 ;

u et al., 2019 ) for further analysis. To measure the brain activation map
4 
t a target frequency (i.e., 0.8 Hz or 4 Hz), the neural responses at the

hosen frequency bin were compared to the neighbouring control states

sing a one-tailed paired t test. The null hypothesis for this test was

hat the neural responses at the chosen frequency bin were not stronger

ompared to its neighbouring control states. The results were consid-

red significant at a voxelwise threshold of p < 0.001 and a cluster-level

amilywise error (FWE) correction for multiple comparisons of p < 0.01.

he clusters were defined as corner-connected. To make contrasts be-

ween conditions, the brain activations at a target frequency relative to

heir neighbouring control states were retrieved and compared between

onditions using two-tailed paired t -tests (voxel-level p < 0.001, cluster-

evel FWE-corrected p < 0.01). The null hypothesis for this test was that

he brain activations at the chosen frequency bin relative to their neigh-

ouring control states were not different between conditions. The peak

oxels of the activated brain regions were localized by finding the local

aximum of the significant neural clusters, and their labels were de-

ned based on the AAL atlas ( Tzourio-Mazoyer et al., 2002 ). Regions

f interest (ROIs) were identified by finding the local maximum of the

ignificant neural clusters, and a 5 mm cubic was applied to retrieve the

rain activation value from each ROI. 

. Results 

.1. Rhythmic neural responses induced by imagined and perceived speech 

Sensor-level MEG tracked the rhythmic neural activities that were

recisely tagged at the stimulus rate of 4 Hz and sentence rate of 0.8 Hz

 Fig. 2 ). In the imagery condition, we observed significant spectral peaks

t 0.8 Hz (t 23 = 3.79, p = 0.017, Cohen’s d = 0.77, FDR corrected) and

ts harmonics (at 1.6 Hz: t 23 = 3.31, p = 0.028, Cohen’s d = 0.68; at

.2 Hz: t 23 = 3.35, p = 0.028, Cohen’s d = 0.68, both FDR corrected).

dditionally, a robust response was found at 4 Hz, corresponding to

he presentation rate of pure tones (t 23 = 21.92, p = 4.11 × 10 − 15 , Co-

en’s d = 4.48, FDR corrected). In the perception condition, we found

ignificant spectral peaks not only at 0.8 Hz (t 23 = 6.11, p < 0.001, Co-

en’s d = 1.25, FDR corrected) and its harmonics (at 1.6 Hz, 2.4 Hz

nd 3.2 Hz, all p < 0.001, FDR corrected) but also at other frequen-

ies from 1.4 Hz to 4.4 Hz with an interleave of 0.2 Hz (all p < 0.05,

DR corrected). The 0.2 Hz interleaved spectral peaks were caused by

he repeated presentation of the same poem in a single trial under the

erception condition (see Supplementary Materials, Fig. S1). A robust

pectral peak was observed at 4 Hz (t 23 = 20.14, p = 1.64 × 10 − 14 ,

ohen’s d = 4.11, FDR corrected). In the control condition, a signifi-

ant peak was detected only at the stimulus rate of 4 Hz (t 23 = 21.26,

 = 4.11 × 10 − 15 , Cohen’s d = 4.34, FDR corrected). The topological dis-

ribution of the response power showed bilateral responses at both the

 Hz stimulus level and the 0.8 Hz sentence level. In particular, right-

ateralized power responses were observed at 4 Hz in both the imagery

ondition (t 23 = 2.57, p = 0.017, Cohen’s d = 0.53) and the control

ondition (t 23 = 3.28, p = 0.003, Cohen’s d = 0.67) but not in the per-

eption condition (t 23 = 1.35, p = 0.192, Cohen’s d = 0.27). However, at

he sentential rhythm of 0.8 Hz, there was no hemispheric lateralization

or either imagined speech (t 23 = 0.46, p = 0.654, Cohen’s d = 0.09) or

erceived speech (t 23 = 1.01, p = 0.323, Cohen’s d = 0.21). 

Having captured the rhythmic MEG responses in each condition, we

hen compared the spectral responses among conditions using repeated

easures ANOVA ( Fig. 3 ). At the stimulus level of 4 Hz, the main ef-

ect of condition was significant (F 2,46 = 15.62, p < 0.001, 𝜂p 2 = 0.40).

ost hoc comparisons (Bonferroni corrected) revealed enhanced peak

ower in the perception condition compared to the control condition

t 23 = 5.10, p < 0.001, Cohen’s d = 1.04). The peak power in the imagery

ondition was smaller than that in the perception condition (t 23 = − 3.77,

 = 0.003, Cohen’s d = 0.77) and no different from that in the control

ondition (t 23 = 1.64, p = 0.346, Cohen’s d = 0.33). At the sentence-level

f 0.8 Hz, the main effect of condition was also significant (F 2,46 = 7.44,

 = 0.002, 𝜂p 2 = 0.24). Interestingly, we found stronger peak power
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Fig. 2. Sensor-level MEG responses in neural tracking of imagined and per- 

ceived speech. Significant spectral peaks at the stimulus-level frequency of 4 Hz 

were observed in each condition, corresponding to the presentation rate of pure 

tones or syllables (paired one-sided t -tests, with FDR correction). Furthermore, 

there were significant spectral peaks at the sentence-level frequency of 0.8 Hz 

under both the imagery (red) and perception (yellow) conditions, reflecting the 

internal construction of sentences from syllables in the poems for both imag- 

ined and perceived speech. Topographic distribution was right-lateralized at 4 

Hz for the imagery and control conditions in which only pure tones were pre- 

sented. ∗ p < 0.05, ∗ ∗ ∗ p < 0.001. 
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Fig. 3. Comparisons of sensor-level MEG responses among conditions. Power 

at 4 Hz showed no difference between the imagery (red) and control (blue) con- 

ditions when pure tones were presented and was enhanced when actual poem 

stimuli were played along with the pure tones in the perception condition (yel- 

low). With identical bottom-up input, the top-down generation of poem imagery 

induced stronger rhythmic activity at the sentence rate of 0.8 Hz (red) compared 

to the control condition (blue) and was comparable to that in the perception 

condition (yellow). ∗ p < 0.05, ∗ ∗ p < 0.01, ∗ ∗ ∗ p < 0.001. 

Table 1 

Major brain regions activated at the sentence rate of 0.8 Hz 

Brain Region Peak MNI Coordinate t value 

x y z 

Imagery 

L inferior frontal gyrus − 43 21 3 5.37 

R supramarginal gyrus 55 − 29 23 6.68 

Perception 

L Heschl’s gyrus − 47 − 16 9 5.13 

L precuneus − 1 − 72 42 5.96 

L superior temporal gyrus − 51 − 1 − 9 6.93 

R superior temporal gyrus 56 − 28 10 5.53 

R middle temporal gyrus 59 − 16 − 13 4.27 

R supramarginal gyrus 49 − 36 26 4.27 

R inferior parietal lobule 48 − 49 40 4.65 
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a  
uring the speech imagination (t 23 = 2.63, p = 0.045, Cohen’s d = 054)

nd speech perception (t 23 = 4.47, p = 0.001, Cohen’s d = 0.91) con-

itions than during the control condition, and no significant differ-

nce was found between the imagery and the perception conditions

t 23 = 0.97, p = 0.99, Cohen’s d = 0.20). We also detected the neural

ime scales corresponding to the tagged frequencies (see Supplementary

aterials, Fig. S2). Taken together, these results showed that rhyth-

ic neural responses at the sentence-rate frequency were induced by

oth imagined and perceived speech, and similar stimulus-rate neural

esponses were elicited by the identical auditory input of pure tones in

he imagery and control conditions. 
5 
.2. Source estimation for the brain activities at tagged frequencies 

Having captured the tagged neural responses in imagined and per-

eived speech at the sensor level, a subsequent question arose regarding

hich brain network generated the tagged neural activities. We applied

he L1-norm source estimation method to address this question and lo-

alized the brain regions activated at a single frequency bin in each con-

ition. As a result, we observed two critical neural clusters involved in

oem imagination (voxel-level p < 0.001, cluster-level FWE-corrected

 < 0.01). Specifically, the left opercular and triangular parts of the

nferior frontal gyrus (IFG) and the right supramarginal gyrus (SMG)

ere significantly activated at 0.8 Hz corresponding to the sentence-

evel rhythm in the poems. In the perception condition, when subjects

istened to the poem, brain regions including the bilateral STG, the left

eschl’s gyrus (HG), the left precuneus (PrC), the right SMG and the

ight inferior parietal lobule (IPL) were activated at 0.8 Hz ( Fig. 4 a,

able 1 ). More extensive brain regions were involved at the stimulus

ate of 4 Hz, extending from the bilateral auditory cortex to distributed

ortical networks ( Fig. 4 b, Table 2 ). 

We identified the overlapping brain regions responsive to both imag-

ned and perceived speech at the sentence rate of 0.8 Hz ( Fig. 5 a), which

as localized in the right SMG. The activation of the left IFG was in-

uced only by imagined but not perceived speech, while additional brain

egions, including the bilateral temporal cortex and right inferior pari-

tal lobe, were involved only with perceived but not imagined speech.

hese results implied that neural tracking of the sentence-level rhythm

n imagined and perceived speech relied on brain networks with shared

nd distinct cohorts of cortical areas. 

To further distinguish the rhythmic responses induced by imagined

nd perceived speech, we compared, in additional analyses, the source

ctivities at 0.8 Hz and 4 Hz among conditions using whole-brain paired

xueyanan
高亮文本
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Fig. 4. Source estimation for the spectral peaks at tagged frequencies. (a) At the sentence-rate frequency of 0.8 Hz, the left IFG and right SMG were activated by 

sentence-level construction in the imagined speech condition, while more extensive areas including the bilateral temporal cortex, left PrG and right temporoparietal 

junction were involved in the perceived speech condition (voxel-level p < 0.001, cluster-level FWE-corrected p < 0.01). (b) At the stimulus-rate frequency of 4 Hz, 

brain regions centring at the bilateral temporal cortex and extending to the sensorimotor and parietal areas were activated in all conditions. 
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 -tests ( Fig. 5 b). This analysis attenuated the common neural activations

n speech imagery and perception and highlighted the differences be-

ween them. We found stronger cortical activation induced by perceived

peech than imagined speech in the left precentral gyrus (PrG) ([ − 42,

 10, 39], t = 4.63) at 0.8 Hz and in the left middle frontal gyrus (MFG)

[ − 25, 51, − 16], t = − 3.64) and left STG ([ − 43, − 22, − 2], t = − 4.48) at

 Hz. This analysis suggested that these areas play an important role in

rocessing the bottom-up input of actual speech but not the top-down

rganization of imagined speech. Moreover, the contrast between the

eural activities at 4 Hz between the imagery and control conditions re-

ealed significant differences in the right SPL ([14, − 78, 53], t = 5.21),

ndicating imagery-induced parietal deactivation in the dorsal pathway.

. Discussion 

This study tracked MEG responses to the sentence-level rhythm

n imagined poems and compared the neural activities induced by

entence-level chunking between speech imagery and perception. Sim-

lar neural tracking of the sentence-rate rhythm in imagined and per-

eived speech was captured, which relied on partially overlapping brain

etworks in the temporoparietal junction. Our data provide the first ev-

dence on the neural dynamics underlying the high-order rhythmic con-

truction of sentences in speech mental imagery. 

In our study, the rhythmic constructs in imagined speech were de-

ned as periodically combining syllables into sentences in an imagined

oem, which enabled the neural tracking of spectral responses at tagged

requencies corresponding to the presentation rate of syllables and sen-

ences. It should be noted that the sentence-level rhythm in a poem is not

nly caused by syntactic- or semantic-based chunking ( Ding et al. 2016 )

ut also related to a rhyme scheme that structures a poem periodically

n time ( Obermeier et al., 2013 ) with phonologically matching vowels
6 
f the last word in the sentences causing recursive patterning in poetry.

he rhyme scheme also induces prosodic expectations that modulate

arly phonological processing in speech recognition ( Chen et al. 2016 )

nd cause predictive speech segmentation ( Teng et al. 2020 ). Therefore,

he sentence-level rhythmic neural activity captured in this study was,

n essence, induced by multiple components based on phonological, syn-

actical and semantic details of the content in a poem. The core finding

f the present study is that we are able to track sentence-level rhyth-

ic neural activity in imagined speech and further localize the neural

lusters responsive for such internal speech construction. It will be im-

ortant to determine the contributions of the phonological, syntactical

r semantic components in forming internal speech in future studies. 

Previous studies have shown that speech comprehension requires

eural integration of hierarchal linguistic structures of different sizes,

uch as syllables, words and sentences ( Ding et al., 2016 ; Sheng et al.,

019 ). Such internal structure-building operations were also observed in

ur study, in which the neural activities of the embedded structures were

agged at the sentence-level and syllable-/stimulus-level rhythms while

erceiving real poems. More importantly, we found similar rhythmic

onstructs at the sentence-level rate during the construction of the imag-

ned poem when there was no bottom-up input of speech stimuli, imply-

ng the existence of a common mechanism underlying speech imagery

nd perception. Recent work has revealed that the low-level acoustic

eatures of imagined speech can be reconstructed from a computational

odel built from real speech ( Martin et al., 2014 ), and the processing

f low-level perceptual attributes of imagined speech, such as loudness,

nteracts with auditory perception at an early processing stage in the

uditory cortex ( Tian et al., 2018 ). Our study thus extends the view of

 common mechanism underlying speech imagery and perception from

he lower-level acoustic representations to higher-level language pro-

essing, demonstrating that the formation of imagined speech requires
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Fig. 5. Comparisons of source neural activi- 

ties among conditions. (a) Imagined and per- 

ceived speech shared a common region in the 

right SMG that was activated at the senten- 

tial rhythm, whereas the left IFG was activated 

by only imagined but not perceived speech. 

(b) Whole-brain paired t -tests among condi- 

tions (voxel-level p < 0.001, cluster-level FWE- 

corrected p < 0.01) revealed stronger activa- 

tion induced by perceived speech than imag- 

ined speech in the left PrG at the sentential 

rhythm and in the left MFG and STG at the stim- 

ulus rhythm. The right IPL showed deactivation 

in the imagined speech condition compared to 

the control condition. ROI activation of the sig- 

nificant neural clusters is displayed in the lower 

panel. The error bars represent the standard er- 

ror (ER). 

Table 2 

Major brain regions activated at the stimulus rate of 4 Hz 

Brain Region Peak MNI Coordinate t value 

x y z 

Imagery 

L inferior frontal gyrus − 58 18 4 3.65 

R middle frontal gyrus 37 6 40 4.75 

R Heschl’s gyrus 58 − 10 6 12.80 

R superior parietal gyrus 22 − 52 62 3.53 

L postcentral gyrus − 44 − 13 42 4.97 

L precentral gyrus − 40 − 5 35 4.13 

R precentral gyrus 37 − 14 48 3.62 

L precuneus − 8 − 61 38 4.00 

R precuneus 2 − 54 43 4.38 

L Rolandic operculum − 47 − 22 13 12.35 

L middle temporal gyrus − 58 − 14 − 8 9.50 

R middle temporal gyrus 52 − 16 8 4.68 

Perception 

L inferior frontal gyrus − 38 14 14 4.50 

L middle occipital gyrus − 42 − 72 12 5.10 

L postcentral gyrus − 52 − 16 24 8.27 

R precuneus 7 − 41 40 4.66 

R Rolandic operculum 47 − 13 22 15.29 

L middle temporal gyrus − 52 − 29 4 7.76 

L superior temporal gyrus − 46 − 16 1 8.04 

Control 

L inferior frontal gyrus − 47 13 6 3.90 

L precentral gyrus − 40 2 35 16.46 

R Rolandic operculum 52 − 12 9 11.04 

L superior temporal gyrus − 48 − 23 7 16.46 

R superior temporal gyrus 57 − 12 6 11.34 
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7 
he mental organization of embedded structures (i.e., combining sylla-

les into sentences) similar to that required for perceived speech. In

ther words, grouping words into multiple-word chunks in language

rocessing requires sharing of brain function during both speech per-

eption and speech mental imagery. 

In our study, the left inferior frontal cortex, which has been re-

orted to be involved in the silent articulation of speech ( Tian et al.,

016 ; Papoutsi et al., 2009 ; Aleman et al., 2005 ; Price, 2012 ; Rueckert

t al., 1994; Kleber et al., 2007 ), and the right temporoparietal junction,

hich has been closely associated with memory storage and retrieval

 Kleber et al., 2007 ; Tian et al., 2016 ) as well as auditory working mem-

ry ( Paulesu et al., 1993 ), were found to be activated at the sentence-

evel rhythm during poem imagination, which might be explained by

articipants’ preparation for generating phonological sequences as they

ere trying to produce poems in their minds. This finding agreed with

he previous study by Lu et al. (2019) showing that the left IFG and

ight SMG contributed to organizing numbers into mental groups during

 rhythmic inner counting task, suggesting that these brain regions play

rucial roles in the top-down induction mechanism to build imagined

peech. Note that in our study we did not ask participants to strictly

istinguish between hearing imagery and articulatory imagery in the

oem imagination task. The finding of neural activation in the left IFG,

hich is a crucial region for covert articulation planning ( Tian et al.,

016 ; Price, 2012 ), suggests that the articulatory preparation for inner

peech production is probably recruited in the present imagination task.

onsidering the challenge to track an individual’s inner subjective rep-

esentations in time without external signals to identify imagery-related

eural activities, the frequency-tagging paradigm will be a promising
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ool to investigate the neural dynamics underlying silent articulation

r covert speech production without overt articulatory movements. In

uture studies, whether the neural representations of imagined speech

ncovered in our paradigm can be extended to a richer account of inner

peech should be considered. Moreover, we found that the right SMG

as activated at the sentence-level rate not only in the imagery condi-

ion but also in the perception condition. This result demonstrated that

he common mechanism of building higher-order rhythmic constructs

n imagined and perceived speech might be rooted in the right tem-

oroparietal junction, which is complementary to previous findings that

he temporoparietal junction is the nexus area of multiple higher-order

rain functions, including the memory and language processing streams

 Carter and Huettel, 2013 ). 

In addition, the STG and MFG showed stronger activation levels at

he stimulus rate during speech perception than during speech imagery.

hese results can be explained from the perspective of the dual stream

rediction model ( Tian and Poeppel, 2012 , 2013 ; Tian et al., 2016 ) that

erceiving real speech stimuli largely required bottom-up auditory rep-

esentation in the superior temporal cortex and top-down memory net-

orks in the frontal cortex. In addition, we also found high levels of

ctivation in the motor cortex at the sentence rate during speech per-

eption, which is consistent with the common observations of motor

ortex activation in speech comprehension ( Hickok and Poeppel, 2007 ;

i et al., 2017 ; Morillon & Baillet, 2017 ). 

The non-linear minimum L1-norm source estimation method from

he VESTAL-family methods ( Huang et al., 2014 ; Huang et al., 2016 ;

heng et al., 2019 ; Lu et al., 2019 ) was applied in the present study to

btain focal source activity based on the assumption that a small num-

er of focal brain regions were involved in the stimulus-/sentence-rate

hythm. Compared with linear methods (e.g., L2-minimum-norm-type

ethods and linearly constrained beamformers) that produce smoother

ource distributions and are less affected by noise ( Bertero et al., 1988 ;

enke, 1989 ; Hauk et al., 2019 ), the classic L1-minimum-norm-type

ethod is less robust to noise and suffers more from instability in spatial

econstruction ( Fuchs et al., 1999 ; Uutela et al., 1999 ), and the focality

ight be reduced when applying spatial smoothing before group anal-

sis. Although advanced L1-penalized models such as the mixed-norm

stimation (MxNE) methods ( Gramfort et al., 2013 ; Strohmeier et al.,

016 ) and VESTAL-family methods ( Huang et al., 2014 ; Huang et al.,

016 ) have addressed some limitations of the L1-norm-based source

odels, care should be taken when interpreting the brain source result,

hich relies on the assumption of the underlying source distribution.

erification using direct recording (e.g., source localization confirmed

y intracranial EEG, Lu et al., 2019 ) and combination of MEG-EEG to im-

rove spatial resolution ( Hauk et al., 2019 ; Sharon et al., 2007 ) should

e considered in future studies. 

There are some limitations in the present study that need to be ad-

ressed. In the frequency-tagged MEG responses, we found similar spec-

ral peaks at a sentence rate of 0.8 Hz and a stimulus rate at 4 Hz ( Fig. 2 ,

ig. 3 ). Thus, we attempted to analyse the MEG sensor-level data in the

emporal domain with corresponding time windows of 1.25 s (0.8 Hz)

nd 0.25 s (4 Hz) to examine the patterns of change of neural time

cales that might underlie the frequency-tagged activities. We found

tatistically significant patterns of change of ERF amplitudes in speech

magery and perception at a sensor in the left frontotemporal region

Fig. S2) that is close to activated neural cluster at 0.8 Hz in the im-

gery condition according to MEG source estimation ( Fig. 4 ). However,

he decreasing trends every 1.25 s are observed only at this representa-

ive sensor with the strongest power response at 0.8 Hz and not at the

ther sensors with relatively weaker power responses at 0.8 Hz. There-

ore, care should be taken when interpreting the sensor-level activities

n the temporal domain. In the future, the temporal dynamics related to

he frequency-tagged spectral responses during the generation of imag-

ned speech should be examined. Moreover, visual prompts might be

pplied as the reference stimuli in future studies to further eliminate

he influence of tone-related brain responses on the speech-/imagery-
8 
nduced neural activations. Additionally, in future imagery research, it

ill be important to monitor articulatory movements (e.g., using an elec-

romyogram sensor) to exclude contamination to the MEG data caused

y muscle movements. 

. Conclusions 

In summary, we concurrently tracked the neural activities induced

y the generation of rhythmic constructs embedded in speech im-

gery and the stimulus-driven processing that were precisely frequency-

agged. We observed similar neural tracking of imagined and perceived

peech at the sentential rhythm and further localized the overlapping

nd distinct neural cohorts responsive to the rhythmic constructs in

magined and perceived speech. We found that the left IFG and right

MG were activated at the sentential rhythm during the construction of

peech mental imagery, with a shared activation of the temporoparietal

unction in the perception condition. Our findings support the view of a

ommon mechanism between imagery and perception by illustrating the

eural representations of higher-order rhythmic structures embedded in

peech mental imagery. 
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