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The influence of linguistic information on cortical tracking of words 
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A B S T R A C T   

Speech is a complex sound sequence that has rich acoustic and linguistic structures. Recent studies have sug-
gested that low-frequency cortical activity can track linguistic units in speech, such as words and phrases, on top 
of low-level acoustic features. Here, with an artificial word learning paradigm, we investigate how different 
aspects of linguistic information, e.g., phonological, semantic, and orthographic information, modulate cortical 
tracking of words. Participants are randomly assigned to the experimental group or the control group. Both 
groups listen to speech streams composed of trisyllabic artificial words or trisyllabic real words. Participants in 
the experimental group explicitly learn different types of linguistic information of artificial words (phonological, 
phonological + semantic, or phonological + orthographic information), while participants in the control group 
do not explicitly learn the words. Electroencephalographic (EEG) data from the control group reveal weaker 
cortical tracking of artificial words than real words. However, when comparing the experimental and control 
groups, we find that explicit learning significantly improves neural tracking of artificial words. After explicit 
learning, cortical tracking of artificial words is comparable to real words, regardless of the training conditions. 
These results suggest training facilitates neural tracking of words and emphasize the basic role phonological 
information played in sequential grouping.   
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1. Introduction 

Speech is organized with a hierarchy of units, including phonemes, 
syllables, words, and larger linguistic structures such as phrases and 
sentences (Rosen, 1992). Although the primary descriptors of 
lower-level speech units (such as phonemes and syllables) are acoustic 
features (Ding et al., 2017b; Mesgarani et al., 2008), words and 
higher-level linguistic structures are primarily defined by linguistic 
knowledge (Berwick et al., 2013; Chomsky, 1957). Only through the 

application of linguistic knowledge, listeners can accurately segment a 
continuous speech stream into discrete linguistic units. Linguistic 
knowledge, however, is multidimensional. For example, knowledge 
about a word normally includes how the word is pronounced, how the 
word could combine with other words, the meaning of the word, and the 
written form of the word. During language processing, it has been pro-
posed that separate neural representations are built to encode phono-
logical, syntactic, semantic, and orthographic information (Hagoort, 
2005; Jackendoff, 2002), which often co-activate but can have distinct 
neural implementations (Hagoort and Indefrey, 2014; Rogalsky and 
Hickok, 2009) and behavioral consequences (Cutler, 2012). 

Recent experiments showed that neural activity on different time 
scales could simultaneously track multiple levels of speech units 
(Brennan and Hale, 2019; Ding et al., 2016; Keitel et al., 2018; Martin 
and Doumas, 2017; Meyer et al., 2016). Critically, neural tracking of 
words and higher-level linguistic units reflects not just encoding of 
prosodic cues but encoding of linguistic units constructed based on 
linguistic knowledge: It has been shown that neural tracking of words 
and higher-level linguistic units remain after the related prosodic cues 
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are removed (Ding et al., 2018, 2016). Furthermore, when listening to 
an unknown language, neural tracking of higher-level linguistic units 
disappears (Ding et al., 2016; Makov et al., 2017). 

It remains unclear, however, which aspects of linguistic information, 
e.g., phonological, syntactic, or semantic, are reflected in neural activity 
that tracks linguistic units, even for the most basic unit of words. On the 
one hand, it has been hypothesized that word-tracking neural activity 
encodes detailed semantic/syntactic information (Broderick et al., 2018; 
Martin and Doumas, 2017). This hypothesis assumes that neural net-
works encoding different semantic/syntactic features can be resolved in 
macroscopic neural activity recorded by MEG or EEG. On the other 
hand, some studies suggest that word-tracking activity reflects phono-
logical features. Such evidence comes from the finding of brain response 
which reflects the integration of phonetic information for word identi-
fication (Brodbeck et al., 2018). 

Here, we investigate how phonological, semantic and orthographic 
features of words affect neural tracking of multisyllabic words through 
an artificial word learning experiment. In Experiment 1, participants 
were trained with three sets of trisyllabic artificial words (n = 5 in each 
set). In one condition, they only learned the phonological form of arti-
ficial words (set 1), while in another 2 conditions, they also learned 
orthographic or semantic information associated with the artificial 
words (sets 2 and 3). After learning, participants were exposed to a 
speech sequence consisting of these artificial words and their neural 
responses were recorded by EEG. We analyzed whether the EEG 
response tracking artificial words was modulated by associated phono-
logical, orthographic or semantic information. To be noted, the EEG 
response during speech listening reflects not only training effect, but 
also statistical learning of the structured stream and physical property of 
audio stimuli (Batterink and Paller, 2017; Buiatti et al., 2009; Saffran 
et al., 1996). Therefore, we conducted Experiment 2 to control for the 
effects of these confounding factors. Participants in Experiment 2 
listened to speech sequence consisting of the artificial words, as was 
played in Experiment 1. However, there was no training session prior to 
listening. Both experiments involve a real word condition. EEG re-
sponses to Mandarin real words were recorded and compared to the 
responses to artificial words. 

2. Materials and methods 

2.1. Participants 

Totally, 46 participants were recruited through public announce-
ment at the Zhejiang University. They were randomly assigned to the 
experimental group (n = 24; 20–28 years old, mean 23 years old; 12 
male) or the control group (n = 22; 20–31 years old, mean 23 years old; 
11 male). Two additional participants from the control group fell asleep 
during the experiment and their data were discarded. The experimental 
group took part in Experiments 1a, 1b, 1c and 1d and control group took 
part in Experiments 2a and 2b. All subjects were right-handed, mono-
lingual Mandarin speakers and provided written informed consent. This 
study was approved by the Research Ethics Committee of the College of 
Medicine, Zhejiang University (2019–047). 

2.2. Stimuli 

2.2.1. Artificial words 
Four sets of artificial words were created for participants to learn, 

and each set contained 5 trisyllabic artificial words. These artificial 
words were nonsense words, which were made up with Mandarin syl-
lables and did not involve any semantic meaning. To construct the 5 
artificial words, we first selected 5 real trisyllabic Chinese Mandarin 
words (e.g., “wú huā guǒ” for fig and “pí jiá kè” for jacket). In the 
following, the initial, middle, final syllables of a trisyllabic word were 
referred to as σ1, σ2, and σ3 respectively. Since 4 sets of artificial words 
were created, 4 sets of real words were selected, which were all nouns 

and each syllable only appeared in one word. Within each set of words, 
the syllables at the same position, e.g., σ1 of all words, were controlled so 
that their initial phonemes, final phonemes and tones were as diverse as 
possible. A set of artificial words was constructed by shuffling the syl-
lables at the same position, e.g., σ1 of all words. The resultant 5 artificial 
words had the same set of initial/middle/final syllables as the original 5 
real words. 

2.2.2. Speech synthesis 
The sound of each artificial word or real word was created by 

concatenating syllables that were independently synthesized using the 
Neospeech synthesizer (http://www.neospeech.com/, the male voice, 
Liang). Each syllable was adjusted to 250 ms in duration and no acoustic 
gaps were inserted between the syllables. 

2.2.3. Speech sequences 
In the experiments, artificial words or real words were presented in 

sequences. In each of the four conditions of Experiment 1, a sequence of 
2400 syllables (corresponding to 800 artificial words or real words) 
were presented at a rate of 250 ms per syllable, i.e. 4 Hz. The same 
artificial word/real word was not allowed to repeat immediately. We 
added 7–8 random syllables to the beginning and the end of the speech 
sequence, so that the listeners could not simply grouped every 3 sylla-
bles into a chunk from the beginning of the speech sequence but instead 
have to rely on their memory to find the word onsets. The random syl-
lables at the beginning and the end of a sequence were randomly drawn 
from syllables in the artificial words/real words. The total duration of 
the speech sequence in each condition of Experiment 1 was 10 min and 
3.75 s. Ten syllables in each speech sequence were manipulated to sound 
like a different voice (formant shift ratio = 1.5). In Experiment 2, the 
real word sequence was the same as the real word sequence in Experi-
ment 1. The artificial word sequence, however, was 4 times longer. It 
contained 9600 syllables (corresponding to 3200 artificial words) and 
lasted 40 min and 3.75 s. Ten syllables in the real word sequence and 
forty syllables in the artificial word sequences were with a different 
voice (formant shift ratio = 1.5). 

2.3. Experimental design 

The procedures of the experiments are shown in Fig. 1A. All partic-
ipants were tested in a silent room, wearing earphones. Each experiment 
was run in a separate session and EEG was recorded throughout the 
experiments (see 2.4. EEG Recording section). In Experiment 1, the 4 
sets of artificial words were randomly assigned to the Experiment 1a, 1b, 
1c and 1d, and the order of these four conditions was counterbalanced 
over subjects. In the real word condition, i.e., Experiment 1d, the arti-
ficial words were replaced with the real words used to generate the 
artificial words. In Experiment 2, one set of artificial words was 
randomly assigned to one participant in the control condition (2a), and 
the real word condition contained the real words used to generate these 
artificial words (2b). 

2.3.1. Experiment 1a: phonological condition 
During a training session, participants learned the phonological form 

of a set of artificial words. Each time an artificial word was auditorily 
presented once and at the same time the spelling, i.e., the pinyin, was 
shown on the screen, which both lasted 750 ms (Fig. 1B). Two successive 
artificial words were separated by a 250-ms silence and black screen. 
Sixty repetitions for each of the five artificial words yielded a total of 
300 repetitions, resulting in a 5-min training session. Participants were 
instructed to remember the pronunciation the artificial words and pre-
pare to take a test afterwards. 

A two-alternative forced-choice (2AFC) test was then conducted to 
assess phonological learning. In each of the 5 trials, participants heard 
an artificial word they learned (e.g., shēn luò tái) and a part-word foil 
which consisted of a syllable pair from the artificial word plus an 
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additional syllable (e.g., luò tái wú). The artificial word and part-word 
foil were presented in a random order and separated by a 500 ms 
silence. Participants were asked to choose which word was learned by a 
button press. The next trial would begin after the participant gave a 
response on one trial. 

To test the neural tracking of artificial words after phonological 
learning, participants listened to a 10 min 3.75 s-speech sequence 
composed by the 5 artificial words they just learned in the training 
session (see 2.2. Stimuli and Fig. 1C). Participants were instructed to 
perform a target detection task during listening, i.e., they had to press 
the key if they detected any syllable with a higher pitch than other 
syllables. Responses that did not occur within 1.25 s from pitch deviant 
onset were considered as false alarms. 

2.3.2. Experiment 1b: phonological + semantic condition 
In the training session, each artificial word was paired with a picture, 

e.g. a picture of potato or sandwich. Each time an artificial word was 
auditorily presented once and at the same time the picture was shown on 
the screen, which both lasted 750 ms (Fig. 1B). After training, partici-
pants received the 2AFC test described in Experiment 1a. Then, they did 
another test, in which they needed to match the words with corre-
sponding pictures. In the test, the five words and five pictures were 

shown in two rows on a piece of paper and participants had to connect 
the associated pairs. Other procedures were the same as Experiment 1a. 

2.3.3. Experiment 1c: phonological + orthographic condition 
In the training session, each artificial word was paired with a 

meaningless symbol (Fig. 1B; Song et al., 2010), instead of the pictures 
in Experiment 1b. Other procedures were the same as Experiment 1b. 

2.3.4. Experiment 1d: real word condition 
Participants listened to the real word sequences described in the 2.2. 

Stimuli section, and had to respond to syllables with a higher pitch by a 
key press. 

2.3.5. Experiment 2a: control condition 
Experiment 2 did not involve any training session, and the partici-

pants were not aware that each artificial word had 3 syllables. In the 
artificial word sequence, the transitional probability between neigh-
boring syllables was clearly 1 within each artificial word. Since there 
were 5 artificial words and each artificial word would not immediately 
repeat, the transitional probability between neighboring syllables was 
0.25 across artificial word boundaries. 

Before the experiment, the participants were instructed to listen to a 

Fig. 1. Experimental design. (A) Experimental procedures of the two experiments. The full names of Experiments 1a, 1b and 1c are given in Fig. 1B. 2AFC test = two- 
alternative forced-choice test. (B) Training sessions for three linguistic learning conditions in Experiment 1. Each artificial word was auditorily presented and after a 
pause another artificial word was presented. During the presentation of each word, the participants could see the spelling of the word (pinyin), a picture that 
represents the meaning of the word, or a symbol that represents the writing form of the word. (C) Speech listening sessions. The stimulus consisted of syllables 
presented at a constant rate of 4 Hz. Every 3 syllables constructed an artificial word. Without learning, participants did not know which combinations of syllables 
constituted artificial words. After learning, however, the brain could segment the syllable sequence into artificial words. 

Y. Chen et al.                                                                                                                                                                                                                                    



Neuropsychologia 148 (2020) 107640

4

speech of a “new language” they’ve never heard before for 40 min and 
press the key if they detect any syllable with a higher pitch than other 
syllables. Responses that did not occur within 1.25 s from a target onset 
were considered to be false alarms. After the 40 min of exposure, par-
ticipants completed the 2AFC test to distinguish artificial words and 
part-word foils, like in Experiments 1a. Participants were instructed to 
indicate which syllable sequence sounded more like what they heard 
during the 40-min exposure. 

2.3.6. Experiment 2b: real word condition 
This condition was identical to Experiment 1d. 

2.4. EEG recording 

EEG responses were continuously recorded using a 64-channel Bio-
semi ActiveTwo system. Four additional electrodes placed at the outer 
canthi of both eyes and above and below the right eye were used to 
record horizontal and vertical EOGs. Two electrodes placed on the left 
and right mastoid were used as the reference. The EEG recordings were 
low-pass filtered below 400 Hz and sampled at 2048 Hz (default in 
Biosemi ActiveTwo system). Since the study focused on word-rate and 
syllable-rate neural responses (1.33 Hz and 4 Hz respectively), the EEG 
recordings were high-pass filtered above 0.5 Hz with a linear-phase 
finite impulse response (FIR) filter (10 s Hamming window). To 
remove EOG artifacts in EEG, the horizontal and vertical EOG signals 
were regressed out. The EEG recordings were referenced to the averaged 
mastoid recording. The EEG signals were resampled to 32 Hz using the 
resample function of MATLAB, in which an FIR anti-aliasing low-pass 
filter was applied to prevent aliasing in the lower frequencies. 

2.5. Frequency-domain analysis 

During speech listening sessions, words and syllables were presented 
at constant rates and the neural tracking of these linguistic structures 
was analyzed in the frequency domain. To avoid onset/offset effects and 
focus on steady-state response, neural activity for the random syllables 
at both ends of each session was not analyzed. 

The 40-min control condition was divided into four 10-min blocks 
(0–10 min, 10–20 min, 20–30 min, 30–40 min). Then, the neural re-
cordings during each block of the control condition and neural re-
cordings of other conditions in Experiments 1 and 2 were all segmented 
into 50 12-s epochs, with each epoch corresponding to duration of 16 
trisyllabic words. Finally, for each control block and other condition, the 
neural responses were averaged over all epochs and transformed into the 
frequency domain using the Discrete Fourier transform (DFT). The 
response amplitude at the word frequency (1.33 Hz) and the syllable 
frequency (4 Hz) were extracted. 

As has been stated by the previous research, the word identification 
component, indexed by the neural tracking at the word frequency 
relative to that at the syllable frequency, could be an indicator of 
learning efficiency (Batterink and Paller, 2017). In other words, if par-
ticipants learned one specific set of words more efficiently, they would 
show relative more preference in the concurrent tracking of underlying 
words relative to individual syllables. The word identification compo-
nent was anticipated to reach the highest in the real word condition, in 
which the words were supposed to be sufficiently learned on various 
aspects before the experiment. Within each condition, we quantified the 
word identification component by Word Learning Index (WLI) using the 
following formula: 

WLI=
Response  amplitudeword  frequency

Response  amplitudesyllable  frequency 

The WLI was computed across 8 electrodes where response ampli-
tude at the word and syllable frequencies showed the strongest values 
(Fz, F1, F2, F3, F4, FCz, FC1, FC2). The EEG spectrum was averaged over 

these 8 channels and subjects (Figs. 3 and 4). The response topography 
showed the amplitude of the DFT coefficients at the word and the syl-
lable frequency (Figs. 3 and 4). 

2.6. Statistical analysis 

For behavioral data, percentage scores of the 2AFC test were 
computed for each participant. Statistical significance was tested using 
one-sample t-test against the chance level (50%). 

For spectral peaks (Figs. 3 and 4), a paired t-test was used to test if the 
neural response in a frequency bin was significantly stronger than the 
average of the neighboring four frequency bins (two bins on each side). 
Such a test was applied to the word frequency, the syllable frequency, 
and the frequency corresponding to the second harmonic of the word, 
and a threshold of q < 0.05 with false discovery rate (FDR) was adopted 
to correct for multiple comparisons. 

For Experiments 1 and 2, we tested whether there was an effect of 
training. We tested the difference of WLI between 1) each linguistic 
learning condition, 2) the average of three linguistic learning conditions, 
with 1) the average of four blocks and 2) the first block of control 
condition. In order to correct for differences across participants, the WLI 
of each participant was corrected by subtracting his or her WLI in the 
real word condition. Independent-sample t-tests were performed. 

For Experiment 1, we tested whether there was a difference of the 
WLI between different linguistic learning conditions and the real word 
condition. A repeated-measures ANOVA was performed with condition 
(phonological condition, phonological þ semantic condition, phono-
logical þ orthographic condition, and real word condition) as a within- 
subject factor. Planned comparisons were conducted between condi-
tions using paired t-tests. 

For Experiment 2, we tested whether there was a difference of the 
WLI in different control blocks and the real word condition. Four control 
blocks and the real word condition were regarded as five conditions. We 
computed the WLI within each condition. A repeated-measures ANOVA 
was conducted with condition as a within-subject factor. Planned com-
parisons were conducted between conditions using paired t-tests. 

3. Results 

3.1. Behavioral performance of participants 

The behavioral performance of the participants is presented in 
Table 1. The accuracies (>95.5%) and the false alarms (<1.5) of the 
target detection tasks during trisyllabic words listening reflect the 
wakefulness of the participants. The experimental group performed 

Table 1 
Behavioral performance.   

Target detection 2AFC test Matching  

Accuracy False 
alarm 

Accuracy Accuracy 

Experimental group 
Phonological condition 99.2% 

(2.8%) 
0.1 
(0.3) 

98.3% 
(5.6%) 

– 

Phonological þ
semantic condition 

99.6% 
(2.1%) 

0.0 
(0.2) 

98.3% 
(8.2%) 

100.0% 
(0.0%) 

Phonological þ
orthographic condition 

99.2% 
(2.8%) 

0.3 
(0.9) 

99.2% 
(4.1%) 

90.0% 
(17.7%) 

Real word condition 98.8% 
(6.1%) 

0.1 
(0.3) 

– – 

Control group 
Control condition 95.5% 

(7.0%) 
1.5 
(3.6) 

65.5% 
(20.6%) 

– 

Real word condition 99.5% 
(2.1%) 

0.0 
(0.2) 

– – 

Note: 2AFC = two-alternative forced-choice. The values in table are mean 
(standard deviation). 
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almost at ceiling on the 2AFC test (>98.3%; assessing phonological 
learning) and matching tasks (>90.0%; assessing semantic and ortho-
graphic learning). The accuracy of 2AFC test for the control group was 
significantly above chance level (65.5%; t = 3.5, p < 0.01), indicative of 
statistical learning process during speech listening. The experimental 
group obtained significantly higher scores of 2AFC test than the control 
group (98.6% vs. 65.5%; t = − 7.4, p < 0.001). This suggests that par-
ticipants in the experimental group have acquired stronger the word- 
level representations after training. 

3.2. Effect of training on cortical tracking of words 

The effect of training on cortical tracking of words was examined. 
For Experiments 1 and 2, we tested the difference of Word Learning 
Index (WLI) between 1) each linguistic learning condition, 2) the 
average of three linguistic learning conditions, with 1) the average of 
four blocks and 2) the first block of control condition. The WLI was 
computed by the response amplitude at the word frequency relative to 
that at the syllable frequency. The WLI of each subject was corrected by 
subtracting his or her WLI of the real word condition to correct for in-
dividual difference. Independent-sample t-tests revealed higher WLI in 
the phonological condition, phonological + semantic condition, 
phonological + orthographic condition, and the average of them than 
WLI of the average of four blocks of control condition (t-values > 2.06, p- 
values < 0.05; Fig. 2A). The WLI of the phonological condition and the 
average of three linguistic learning conditions were significant higher 
than the WLI of the first block of control condition (t = 2.67, p = 0.01; t 
= 2.40, p = 0.03; Fig. 2B). The phonological + semantic condition and 
the phonological + orthographic condition have marginally signifi-
cantly higher or a trend of higher WLI than the first block of statistical 
learning (t = 1.99, p = 0.053; t = 1.50, p = 0.14; Fig. 2B). 

3.3. Effect of linguistic learning on neural tracking of words 

In Experiment 1, we sought to determine the effects of linguistic 
knowledge (i.e. phonological, semantic and orthographic features) on 
neural tracking of trisyllabic words. Fig. 3A showed the EEG response 
spectrums in four conditions (phonological, phonological þ semantic, 
phonological þ orthographic, and real word conditions) as a function of 
frequency. As expected, the response spectrums exhibited clear peaks at 
the syllabic rate (4 Hz: p-values < 3.6 × 10− 5, paired t-test, FDR cor-
rected q < 0.05), word rate (1.33 Hz: p-values < 7.6 × 10− 5, paired t- 
test, FDR corrected q < 0.05), as well as the rate corresponding to the 
second harmonic of the word (2.67 Hz: p-values < 1.8 × 10− 4, paired t- 
test, FDR corrected q < 0.05). The Word Learning Index (WLI), 
computed by the response amplitude at the word frequency relative to 
that at the syllable frequency, was not significantly different among 
conditions (F = 1.9, p = 0.15, one-way repeated-measures ANOVA; 
Fig. 3B). Planned comparisons showed that the WLI was not significantly 
different between real word and each linguistic learning conditions (0.1 
< p-values < 0.8, paired t-test) and was not significantly different among 
the explicit learning conditions (0.1 < p-values < 0.3, paired t-test). To 
be noted, a failure to find the difference between the conditions is not 
positive evidence that there is no difference between them. To test the 
hypothesis that there was no difference between the conditions, we used 
a Bayesian approach to compute the odds on the null with SPSS 25.0. 
Briefly, we specified both a null and alternative prior distribution of WLI 
and computed posterior probabilities for each hypothesis. The Bayes 
factor was calculated as the ratio of the likelihoods of two hypotheses. If 
the Bayes factor is bigger than 1, we find evidence for the null. If the 
Bayes factor is smaller than 1, we find evidence against the null. In our 
data, The Bayes factors for the null were 1.5–6.3 for paired t-tests be-
tween every two conditions, indicating that there was no difference of 
WLI between phonological, phonological þ semantic, phonological þ
orthographic, and real word conditions. These results suggest that 

Fig. 2. The comparisons of corrected Word Learning Index (WLI) between linguistic learning conditions (A) with the average of four blocks and (B) with the first 
block of control condition. Pho = phonological condition; pho + sem = phonological + semantic condition; pho + orth = phonological + orthographic condition; 
avgLL = the average of three linguistic learning conditions; avgCtrl = the average of four blocks of control condition; block1Ctrl = the first block of control condition. 
#p < 0.10, *p < 0.05, **p < 0.01. 
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learning of phonological information alone is sufficient to elicit neural 
tracking of artificial words, and the amplitude of this response is com-
parable to the neural response tracking real words. Therefore, the neural 
tracking of words might primarily reflect the segmentation of a 
continuous speech stream into phonological units. 

3.4. Neural tracking of words in the control condition 

In Experiment 2, participants listened to sequence of artificial 
without training. We explored the neural tracking of artificial words in 
the control condition. The neural tracking reflects both statistical 
learning and the physical property of audio stimuli (Supplementary 
material). Fig. 4A shows the EEG response of five conditions: four 10- 
min control blocks and real word condition. For all the conditions, 
there were significant peaks at the word (p-values < 1.9 × 10− 3, paired t- 
test, FDR corrected q < 0.05) and syllable frequencies (p-values < 3.6 ×
10− 5, paired t-test, FDR corrected q < 0.05), as well as the frequency 
corresponding to the second harmonic of the word (p-values < 4.3 ×
10− 3, paired t-test, FDR corrected q < 0.05). There was a main effect of 
conditions (F = 4.0, p = 0.04, one-way repeated-measures ANOVA) on 
the WLI. Further comparisons showed the WLI of real word was signif-
icantly larger than four blocks in the control condition (p-values < 0.05, 
paired t-test; Fig. 4C). WLI was not significantly different among the four 
control blocks (0.1 < p-values < 0.7, paired t-test). 

4. Discussion 

When listening to speech, cortical activity can track the rhythm of 
words. The current study investigates how the word-tracking response is 
modulated by learning and reflects different aspects of linguistic pro-
cessing. We revealed significantly higher word-tracking response in the 
experimental group than the control group. Moreover, we found the 
neural tracking of learned artificial words was comparable to real words 

in the experimental group, regardless of learning conditions (phono-
logical, phonological + semantic, phonological + orthographic condi-
tions). Higher word-tracking response in the experimental group than 
the control group reflects a facilitation of training in the segmentation of 
continuous speech streams into discrete units. Comparable word-rate 
response of phonological condition with the other conditions (phono-
logical + semantic, phonological + orthographic, real word conditions) 
emphasizes the primary role of phonological information in the neural 
tracking of words. 

In the last decade, neural oscillation has been recognized to play an 
important role in auditory coding and speech coding at phoneme or 
syllable level (Di Liberto et al., 2019, 2015; Giraud and Poeppel, 2012; 
Peelle et al., 2013; Teoh et al., 2019). Researchers have found, when 
listening to speech, cortical activity tracks the temporal envelope of 
speech (Kerlin et al., 2010; Lalor and Foxe, 2010; Luo and Poeppel, 
2007), which carries the acoustic rhythm of speech. Neural tracking of 
the speech envelope occurs both for native language, unfamiliar lan-
guage, and non-speech (Ding et al., 2016; Lalor and Foxe, 2010; Zou 
et al., 2019) and therefore to some extent reflects auditory encoding. 
Recent studies, however, have demonstrated neural oscillations could 
track the rhythms of linguistic units, e.g., words (Buiatti et al., 2009; 
Ding et al., 2017a, 2016; Farthouat et al., 2017; Getz et al., 2018) in the 
absence of relevant acoustic cues. 

The current study used only 5-min training of artificial words, and 
achieved a significant word-tracking response. Results show signifi-
cantly stronger word-tracking response for learning conditions than the 
control condition, confirming the importance of learning/training on 
sequential grouping (Fig. 2). Previous ERP studies have also observed an 
effect of learning on speech segmentation. For instance, Sanders et al. 
(2002) recorded ERPs while participants listened to continuous speech 
consisting of nonwords and compared the responses to nonword onsets 
before and after they explicitly learned the nonwords. They found that 
word onsets elicited a larger N100 after than before training. Moreover, 

Fig. 3. EEG responses to words in the experimental group. (A) Spectral peaks are observed at word and syllable rates (1.33 Hz and 4 Hz respectively) in all 4 
conditions. In the spectrum, the shaded area covers 2 standard errors across participants (standard error = standard deviation/

̅̅̅
n

√
; n, number of participants). The 

topographical distribution of response is shown for the responses at word and syllable rates. The eight black dots on the topography denote the locations of the eight 
electrodes used for the spectrum analysis. (B) Response amplitude at the word and syllable frequencies and the Word Learning Index. The Word Learning Index is the 
ratio between word- and syllable-frequency responses. Error bars represent standard error and each gray dot represents data from 1 participant. The full names of the 
conditions are given in Fig. 3A. No significant difference was observed between conditions, suggesting that phonological learning is sufficient to drive word- 
tracking responses. 
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the N100 word-onset effect was also observed in subjects listening to 
real words in their native language. In addition to N100, N400 
component was also observed in studies of speech learning. It was 
observed that word onset elicited larger N400 amplitudes in high 
learners than low learners (Abla and Okanoya, 2009; Sanders et al., 
2002). Here, we explored the temporal dynamics of the EEG response in 
the current study. As illustrated in Fig. 5B, the real word condition 
differed from artificial words of the first block of control condition in the 
300–500 ms range, showing a significant larger N400 effect (inde-
pendent-sample t-test, cluster-based permutation test, p < 0.05). From 
visual inspection, there were also trend of larger N400 effect in three 
explicit learning conditions compared with first block of control con-
dition. The N400 component is a robust ERP index of speech segmen-
tation (Cunillera et al., 2009; De Diego Balaguer et al., 2007). It might be 
one of the bases for the word-rate response in the frequency domain 
analyses. The higher amplitude near the peak for the second syllable in 
two explicit learning conditions versus the first block of control condi-
tion (independent-sample t-test, cluster-based permutation test, p <
0.05) might indicate attention to high probability transitions—perhaps 
in anticipation of the completion of an intact word. Both the ERP results 
and the tracking results in the current study provide evidence for the 
importance of learning/training on the grouping of syllables into words. 

The current study extends previous studies by showing that neural 
tracking of word primarily reflects the segmentation of a continuous 
speech stream into phonological unit. The word-rate response is 

comparable in the phonological, phonological þ semantic, and phono-
logical þ orthographic learning conditions. In all 3 conditions, the 
participants learned the phonological form of artificial words but in the 
latter 2 conditions participants additionally learned semantic and 
orthographic information. Cortical tracking of artificial words with 
phonological training is comparable to the latter 2 conditions and 
comparable to neural tracking of real words (Fig. 3). These results 
suggest that the word-rate response mainly reflects neural encoding of 
phonological words. It is likely that the word-tracking EEG response 
primarily reflects the encoding of word boundaries. 

Notably, the modulation effect of semantic or orthographic infor-
mation is not clearly revealed by the current results. However, such 
effect has been discovered in previous studies on speech processing 
(Broderick et al., 2020, 2018). In the current study, the stimulus is a 
sequence of unrelated words and the task is to detect a voice change. It is 
clear that the stimulus and task do not motivate semantic or ortho-
graphic processing. Nevertheless, the task does not encourage the par-
ticipants to segment speech into phonological words either, since the 
voice change can be detected without lexical segmentation. In fact, since 
the voice change is applied to a random syllable, the task cannot be 
facilitated by lexical segmentation. It is possible that the segmentation of 
speech into phonological words is a process that occurs more automat-
ically than semantic/orthographic processing. Studies have found se-
mantic processing can occur for words that presented at the attended 
location and the N400 component of the event-related potentials (ERPs) 

Fig. 4. EEG responses to words in the control group. (A) The EEG spectrum is separately shown for four 10-min blocks in the control condition. The EEG spectrum in 
the real word condition is also shown. (B) Response topography. (C) Word Learning Index. Error bars represent standard error and each gray dot represents data from 
1 participant (standard error = standard deviation/

̅̅̅
n

√
; n, number of participants). *p < 0.05. 
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is elicited by attended words (Bentin et al., 1995; Luck et al., 1996; 
Naccache et al., 2002; Nobre and McCarthy, 1995). However, the N400 
response disappears when the words are unattended (Bentin et al., 1995; 
Nobre and McCarthy, 1995). Broderick et al. (2018) conducted an 
electroencephalographic study in which they found that when com-
prehending natural speech, the brain responds to the contextual se-
mantic content of each word in a time-locked fashion. However, the 
semantic responses only emerged for attended but not for unattended 
speech. These studies indicate that semantic processing of words is 
attention and task dependent. Therefore, if the task motivates semantic 
or orthographic processing, it is possible such processes will modulate 
the word-tracking response. A second reason for the null effect between 
the conditions might be due to the lack of higher-level processing. 
Previous studies indicated that words might be tracked more strongly 
when they can be integrated into phrases; phrases might be tracked 
more strongly when they can be integrated into sentences (Kaufeld et al., 
2020; Keitel et al., 2018; Martin, 2020, 2016). However, the current 
study only focused on word and syllable level processing and did not 
encourage other higher-level processing, such as processing of phrases 

and sentences. This might result in the absence of difference between the 
linguistic learning conditions. The third reason for the null effect of 
semantic and orthographic knowledge might be due to the relatively 
short time of training. Given that each training session in our study only 
took 5 min, the learning might not be sufficient. The neural tracking 
could possibly be modulated by semantic and orthographic information 
for longer training and/or more consolidated knowledge at these levels. 

In the control condition, the word-rate response emerged within the 
first 10 min, peaking at approximately 5–7 min of exposure, and pla-
teaued after that (Supplementary material). This is consistent with 
previous evidence for rapid statistical learning (Farthouat et al., 2017; 
Getz et al., 2018; Saffran et al., 1996). For example, a previous study on 
statistical learning of using non-linguistic tone sequences as material 
observed tritone frequency-related responses after 3–5 min of exposure 
(Farthouat et al., 2017). These suggest the statistical learning is very 
rapid and is a remarkable ability of humans to learn about structured 
temporal patterns existing in the environment (Abla et al., 2008; Saffran 
et al., 1999). Prior studies have also investigated the neural correlates of 
statistical learning. For instance, Karuza et al. (2013) conducted a 

Fig. 5. Temporal dynamics of the EEG response. (A) 
Original EEG response of Experiment 2 and Experi-
ment 1. Real word or artificial word onset is shown by 
0 ms. Left: response time course for the four blocks of 
control condition. Right: response time course for 
three linguistic learning conditions and the real word 
condition. (B) EEG response as compared with the 
first block of control condition. Left: comparison be-
tween the block 1 with block 2, 3, 4 of control con-
dition. Right: comparison between each condition 
with the block 1 of control condition. Significant 
differences are marked by gray bars (independent- 
sample t-test, cluster-based permutation test, p <
0.05). Block1Ctrl = the first block of control 
condition.   
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functional magnetic resonance imaging study in which they found sig-
nificant activation in the pars opercularis and pars triangularis regions 
of the left inferior frontal gyrus (LIFG) during statistical learning. These 
findings suggest that the LIFG may mediate statistical learning and are 
involved in extracting temporally ordered patter information in speech 
processing (Abla et al., 2008; Turk-Browne et al., 2009). Dale et al. 
(2012) used a sequential learning task to promote predictive behaviors 
in participants as they responded to a sequence of stimulus events along 
a continuum of regularity. They found that explicit awareness measures 
correlated strongly with predictive behavior. Participants reported low 
awareness of sequence pattern also showed modulated reaction times 
relative to the regularity of the structure they received. These are sug-
gestive of both explicit and implicit learning in the exposure. Therefore, 
the authors considered a “two system” hypothesis related to statistical 
learning: When implicit learning system extracts sufficient structure, the 
brain can seek out a forthcoming stimulus, thus producing an error 
signal and then the explicit awareness and learning system kicks in. 

The current study has some caveats. First, in Experiment 1b, we 
trained the participants to associate the artificial words with semantic 
concepts, by showing them the pictures of the objects. The problem is 
that when the pictures of the objects elicit semantic representation, it 
might elicit the name of the object as well. Second, it is worth noting that 
the stimuli in phonological + orthographic condition only carried visual 
symbolic characteristics and didn’t include enough orthographic infor-
mation. Further work will be necessary to use words from unknown 
languages or artificial words which have orthographic information as 
training materials. 

In sum, using explicit learning paradigms, we tested the difference of 
neural tracking between explicit learning and control condition and 
investigated the effects of linguistic knowledge (phonology, orthog-
raphy and semantic) on the cortical tracking of lexical units. The results 
indicate that three linguistic learning conditions yield comparable 
cortical tracking of learned words, all of which also achieve similar ef-
fect with the real word condition. These results indicate that neural 
tracking of word primarily reflects the segmentation of a continuous 
speech stream into phonological units. For the control condition, though 
neural tracking to artificial words can also be observed, it is much 
weaker than the real word and explicitly learned words, which suggests 
explicit learning of words is crucial for sequential grouping. The study 
emphasizes the critical role of explicit learning and phonological in-
formation on word-tracking, deepening our understanding of the neural 
processing of lexical units in the human brain. 
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