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A B S T R A C T

The ability to detect visual targets in complex background varies across individuals and are affected by factors
such as stimulus saliency and top-down attention. Here, we investigated how the saliency of visual background
(naturalistic cartoon video vs. blank screen) and top-down attention (single vs. dual tasks) separately affect in-
dividual ability to detect visual targets. Behaviorally, we found that target detection accuracy decreased and
reaction time elongated when the background was salient or during dual tasking. The EEG response to visual
background was recorded using a novel stimulus tagging technique. This response was strongest in occipital
electrodes and was sensitive to background saliency but not dual tasking. In contrast, the event-related potential
(ERP) evoked by the visual target was strongest in central electrodes, and was affected by both background sa-
liency and dual tasking. With a cartoon background, the EEG responses to visual targets, presented in the central
visual field, and the EEG responses to peripheral visual background could both predict individual target detection
performance. When these two responses were combined, better prediction was achieved. These results suggest
that neural processing of visual targets and background jointly contribute to individual visual target detection
performance.
1. Introduction

The natural visual environment is highly dynamic and complex,
containing an overwhelming amount of information. Effective processing
of the natural visual environment requires selective attention, which is
modulated by both top-down goal-driven factors and bottom-up stim-
ulus-driven factors (Desimone and Duncan, 1995; Egeth and Yantis,
1997; Yantis, 2000). On the one hand, attention can be voluntarily ori-
ented to spatial locations (Moran and Desimone, 1985) or visual features
(Treue and Trujillo, 1999) to speed up behavioral responses (Posner,
1980; Rossi and Paradiso, 1995; Saenz et al., 2003; Theeuwes and Van
der Burg, 2007). Top-down visual attention engages broad cortical net-
works, including both early visual areas and frontoparietal attention
areas (Buschman and Miller, 2007; Gregoriou et al., 2009). In terms of
the neural dynamics, attention can modulate both early and late neural
responses. For example, human event-related potential (ERP) studies
P, event-related potential; SSVEP
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edical Engineering of Ministry of

0
orm 11 April 2020; Accepted 17

vier Inc. This is an open access ar
have shown that top-down attention modulates both early visual pro-
cessing indexed by the N1 and P1 components (Hillyard and Anllo-Vento,
1998; Hillyard et al., 1973; Rugg et al., 1987) and late processing indexed
by the P3 component (Hopfinger and West, 2006).

On the other hand, attention is often inevitably distracted by salient
task-irrelevant interference (Theeuwes, 1991, 2004), a mechanism that is
crucial to monitor unexpected dangers. In general, top-down and
bottom-up attention jointly create a biased representation of the external
visual world according to both salience and behavioral relevance (Beste
et al., 2011; Desimone and Duncan, 1995; Knudsen, 2007). In visual
search experiments, for example, salient task-irrelevant stimuli affect eye
movements (Theeuwes et al., 1998) and slow down visual search
(Theeuwes, 2004). Similarly, neural responses to task-irrelevant pe-
ripheral stimuli that share features with the target stimuli are partially
enhanced (Andersen et al., 2011; Painter et al., 2014; Serences et al.,
2005). Recent evidence also suggests that attention spontaneously
, steady-state visual evoked potential; TRF, temporal response function; EOG,
standard deviation.
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switches between the attended and unattended visual objects (Jia et al.,
2017). Task-irrelevant stimuli, however, do not always capture attention
(Bettencourt and Xu, 2016; Forster and Lavie, 2008; Lavie, 1995; Rade-
maker et al., 2019; Sprague et al., 2018). The sensitivity to task-irrelevant
also varies across individuals (Fukuda and Vogel, 2009; Gaspar et al.,
2016; Sawaki et al., 2017), while the underlying neural correlates remain
unclear.

Most previous experiments investigate top-down and bottom-up
attention using artificial visual stimuli and focus on the group-level
response. Here, we studied how a distracting naturalistic video played
in the background interfered with a visual detection task (Fig. 1) and
explored the neural correlates of individual visual target detection per-
formance. The background video was chosen to be a cartoon to simulate a
common visual distractor in daily life. How the brain processes natural
scenes is a fundamental question (Peelen et al., 2009; Vinje and Gallant,
2000), but it is difficult to quantify the neural encoding of natural visual
stimulus. Here, we extracted the neural responses to natural videos using
a novel stimulus tagging technique (Fig. 1C) that built on the steady-state
visual evoked potential (SSVEP) (Regan, 1966) and temporal response
function (TRF) (Lalor et al., 2006).

In the experiment, to manipulate bottom-up saliency of the visual
background, we compared the condition that presented a cartoon video
with a control condition that presented a blank screen. To manipulate
top-down attention, we compared a condition in which participants fully
focused on the visual target detection task with a condition in which
attention was split between the target detection task and a cartoon
watching task. The visual target to detect was defined based on both its
spatial position and its color, and therefore the task engaged both spatial
and feature-based attention. We recorded neural activity using electro-
encephalogram (EEG). With the stimulus tagging technique, we recorded
neural responses to the visual background simultaneously with the ERP
to visual targets and other distractors, which allowed us to analyze how
each response was modulated by top-down and bottom-up factors and
which response could better explain individual behavior.
2

2. Materials and methods

2.1. Participants

Fifty adults participated in the experiment (20–26 years old, mean
age, 22.1 years; 19 females). All participants had normal or corrected-to-
normal vision and had no history of psychiatric or neurological disorders.
One participant was removed because of excessive noise in EEG data.
Consequently, the data from a total of 49 participants were analyzed. The
experimental procedures were approved by the Research Ethics Com-
mittee of the College of Medicine, Zhejiang University (2019-047). All
participants provided written informed consent prior to the start of the
experiment and obtained reward contingent on their task performance.

2.2. Visual stimulus

2.2.1. Configuration
The configuration of the visual stimulus and its size were shown in

Fig. 1A. A green cross (RGB: 0, 155, 0) was displayed at the center. The
size of the visual stimulus was chosen so that participants could clearly
see the whole visual stimulus when fixating at the cross. The circular
region for visual presentation was further divided into a central region
(1.4� visual angle) and a peripheral region (2.25�

–9.5� visual angle),
which were separated by a 0.85� annular region.

2.2.2. Background
The whole circular region for visual presentation was filled with

either a blank screen, i.e., a static gray screen (RGB: 109, 109, 109) or a
grayscale cartoon video. The cartoon video was a clip from the famous
cartoon “Tom and Jerry” (60 Hz refresh rate). The grayscale of the static
gray screen was the same as the averaged grayscale of the cartoon video
(Fig. 1B).

We applied a stimulus tagging technique to separately characterize
the neural encoding of the central and peripheral parts of the
Fig. 1. Visual stimuli. (A) Stimulus config-
uration. The visual stimulus is presented in a
circular region that divides into a central
(red hatched lines) and a peripheral region
(black hatched lines) that are separated by
an annular region. A green fixation cross is
shown at the center. (B) Background, dis-
tractors, and targets. The background is
either a static gray screen (left) or a cartoon
video (right). Colored circles are displayed
on top of the background. Up to 3 circles can
be displayed simultaneously, at most 1 in the
central region and 2 in the peripheral region.
Circles are either yellow or purple. Yellow
circles appear with 30% probability, and
only yellow circles in the central region are
the targets to detect. (C) Response tagging
paradigm. The background is separately
tagged in the central and peripheral regions.
To tag the neural response, the luminance of
the background is modulated by a binary
signal. When the modulation signal is 1, the
background is replaced by a black frame
(RGB: 0, 0, 0). When the modulation signal is
0, the background is not changed. Neural
encoding of the background is characterized
by the response to the black frames.
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background. To achieve this, the luminance of the central and peripheral
background was modulated by a binary modulation signal (Fig. 1C).
When the modulation signal was 1, the background was replaced by a
black frame (the whole region was set to RGB: 0, 0, 0). When the mod-
ulation signal was 0, the background was not changed. Specifically, given
the refresh rate was 60 Hz, for the central background, in every 60
frames, 10 random nonadjacent frames were replaced by black frames.
The same operation was applied to the peripheral background with the
only constraint that the central background and the peripheral back-
ground would not be replaced by black frames at the same time. There-
fore, the central background and the peripheral background flickered
separately. Since the background modulation reduced the luminance of
the central and peripheral region, the grayscale value of the annular re-
gion, which did not flicker, was adjusted to be 5/6 of its original level to
achieve similar luminance to the central and peripheral regions.

2.2.3. Target and distractor
As shown in Fig. 1B, up to 3 circles could be displayed simultaneously,

at most 1 in the central region and 2 in the peripheral region. In the
central region, the colored circle was occasionally displayed at a random
location. The interval between its appearances was randomized between
500ms and 1000ms (uniform distribution) and each circle was displayed
for 200 ms each time. Each circle had two colors. The yellow circle
appeared with a 30% probability and would not appear in succession.
The purple one appeared with a 70% probability. In the peripheral re-
gion, two colored circles might be simultaneously presented at random
locations. The two circles were independent from each other and the
appearance time and color followed the same statistical properties as the
circles in the central region. Only the yellow circles in the central region
were defined as the target (10% of all circles) while all other circles were
distractors including the yellow circles in the peripheral region.

2.3. Experimental procedures and tasks

The experiment was divided into three conditions. In the first con-
dition, referred to as the blank(detection) condition, the participants
performed a visual target detection task and the visual background was a
blank screen. In the second condition, referred to as the cartoon(de-
tection) condition, participants performed the same task while the visual
background was a cartoon video. In the third condition, referred to as the
cartoon(dual) condition, the participants split attention between a visual
target detection task and a cartoon watching task. In the cartoon(de-
tection) and cartoon(dual) condition, different cartoon videos were dis-
played in the visual background. Each stimulus in each condition lasted
12 min.

In each experimental condition, participants were requested to fixate
at the central cross. They had to covertly monitor the colored circles in
the central region while ignoring the colored circles in the peripheral
region. Only the yellow circle appeared at the central region was the
target, and the targets totally appeared 288 times in each experimental
condition. Participants had to press a button as soon as possible when a
target was spotted.

In the blank(detection) condition and cartoon(detection) condition,
participants only performed the target detection task, and were asked to
ignore the visual background. In the cartoon(dual) condition, however,
participants were asked to split attention to the background cartoon
while performing the target detection task. After the cartoon(dual) con-
dition, participants had to answer 12 questions about the cartoon video.
After the cartoon(detection) condition, participants also had to answer
12 questions about the cartoon video they saw in that condition, which
they did not expect. Before each condition, participants were informed
which task they should perform, e.g., the detection task or the dual task.
In the blank(detection) and cartoon(detection) conditions, participants
were rewarded only based on their target detection accuracy. In the
cartoon(dual) condition, however, they were rewarded based on the
average of their target detection accuracy and their question answering
3

accuracy (both in %). The order of the three conditions were counter-
balanced across participants.

A training section, which lasted 30 s, was given before each experi-
mental condition. For the blank(detection) and cartoon(detection) con-
dition, participants passed the training section if their target detection
accuracy was higher than 80%. For the cartoon(dual) condition, they also
had to correctly answer 3 questions about the cartoon video. The training
section was repeated until the participant passed it.

In sum, in the blank(detection) and cartoon(detection) conditions,
participants performed a detection task and we manipulated the saliency
of background, i.e., a blank screen or a cartoon video. In the cartoon(-
detection) and cartoon(dual) conditions, cartoon videos were displayed
in the background and we manipulated the task from a detection task to
dual tasks.

2.4. Data recording

Electroencephalogram (EEG) and Electrooculogram (EOG) were
recorded continuously using a Biosemi ActiveTwo system. Sixty-four EEG
electrodes were recorded. Two electrodes were placed at the left and
right temples and another two electrodes were placed above and below
the right eye for recording horizontal EOG (right minus left) and vertical
EOG (upper minus lower). Two additional electrodes were placed at the
left and right mastoids and their average was the reference for EEG. The
EEG/EOG recordings were sampled at 2048 Hz and low-pass filtered
below 400 Hz. The EEG recordings were referenced to the average
mastoid recording off-line and band-pass filtered between 0.5 Hz and 30
Hz using a linear-phase finite impulse response (FIR) filter, and the la-
tency of the filter was compensated. To remove EOG artifacts in EEG, the
horizontal and vertical EOG were regressed out using the least-squares
method.

Eyetracking data was recorded using a combined pupil and corneal
reflection eye tracker at 500-Hz sampling rate (Eyelink Portable Duo, SR
Research, Mississauga, Ontario, Canada). The participants were seated
88 cm from a monitor with their chin resting on a chin rest. At the
beginning of each experimental condition, a 9-point (3 � 3 square)
calibration and validation was applied and the experimenter had to
confirm that the fixation of participants was detected properly. Eye-
tracking data was only recorded during the task. The eyetracking data
showed that all participants maintained good fixation on the central cross
(within 1.22� visual angle) throughout the experiment.

2.5. EEG data analysis

The EEG recordings were downsampled to 120 Hz. The neural re-
sponses to the colored circles were characterized by ERP evoked by the
colored circles. Thus, the continuously recorded data was divided into
epochs of 1500-ms length starting 200 ms before the onset of the yellow
circles or the purple circles in the central region and peripheral region,
and then grand averaged. As we applied the stimulus tagging technique,
i.e., embedding the black frames as separate markers to tag the back-
ground, the neural responses to the central background and the periph-
eral background were separately characterized by ERP evoked by the
black frames in the central region and the peripheral region. Thus, the
continuously recorded data was also divided into epochs of 1500-ms
length starting 200 ms before the onset of black frames in the central
region and peripheral region, and then grand averaged. For each EEG
electrode, the mean amplitude of a 200 ms baseline interval was sub-
tracted at all time-points. Based on the response topography (Fig. 3), two
clusters of electrodes were selected to analyze the responses to colored
circles and visual background: Five central EEG electrodes (Cz, CPz, Pz,
CP1, and CP2) were employed to analyze the ERP evoked by colored
circles. Five occipital EEG electrodes (O1, Oz, O2, Iz, and POz) were
employed to analyze the ERP evoked by central and peripheral back-
ground. The choice of electrodes was also consistent with the ERP
analysis of previous studies (Kutas et al., 1977; Müller et al., 2007).
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2.6. Regression analysis

A linear regression model was used to predict the individual behav-
ioral performance based on different ERP responses, e.g., the response to
the targets and the response to peripheral background. For each kind of
ERP and for each participant, three electrodes with the highest peak
amplitude were chosen within the five electrodes mentioned in section
2.5. For each electrode, a 650-ms response (i.e., 78 samples) starting
from time 0 was used in the regression analysis. Data from the three
electrodes (234 samples in total) was concatenated and reduced in
dimension using the principal component analysis (PCA). The first 10
principal components were retained for the regression analysis. A ridge
regression was used to predict detection performance, i.e., reaction time
or detection accuracy, based on the 10 principal components. The pre-
diction accuracy of the regression model was measured by the Pearson
correlation with boxplot rule (Pernet et al., 2013) between the predicted
behavioral results and the actual behavioral results. The regression pro-
cedure was separately applied to each condition. The number of EEG
electrodes, the number of principal components, and the regularization
parameter of the ridge regression were optimized to have a highest
prediction accuracy averaged across conditions and participants using
7-fold cross validation.

Additionally, we also decoded behavioral performance using com-
bined neural features. In this analysis, the EEG responses to targets and
peripheral background were concatenated to predict individual perfor-
mance. The concatenated data (468 samples in total) was reduced in
dimension by PCA. The first 10 principal components were retained for
regression analysis mentioned above to compute the prediction accuracy.

The regression analyses described in previous paragraphs integrated
neural responses over channels and time to predict behavioral perfor-
mance. In an additional time-resolved regression analysis, the analysis
window was restricted to narrow time windows. The window length was
100 ms (i.e., 12 samples), and the interval between adjacent windows
was 50 ms. Furthermore, since different electrodes might be active at
different latency, in this analysis we did not restrict the channels to the 5
channels described in section 2.5. Three channels with the highest
amplitude were selected in each narrow time window for the regression
analysis. Other procedures were the same as the regression analysis for a
single long time interval.

2.7. Statistical tests

The difference between response latency was examined using a
Jackknife approach. We first calculated the peak latency for the EEG
responses of each participant and then calculated the standard deviation
using the following Jackknife procedure: We iteratively removed one
participant and computed the latency based on the remaining partici-
pants. A t-value and the corresponding significance level was calculated
based on the latency averaged over all participants and the standard
deviation of the latency calculated using the Jackknife procedure (Miller
et al., 1998).

In the regression analysis, whether the prediction accuracy was better
than chance level was tested using a permutation test. Specifically, the
chance level of prediction accuracy was estimated by shuffling the
behavioral results across the forty-nine participants and applying the
regression analysis to predict the shuffled behavioral results, which do
not match the EEG data. The shuffling was applied 1000 times. If the
actual prediction accuracy exceeded the 95% percentile of the chance-
level prediction accuracy, it was considered statistically significant (P
< 0.05).

The difference between the prediction accuracy of different regressor,
e.g., the regressor based on a single ERP or the regressor based on
combined ERPs, was evaluated using bootstrap (Efron and Tibshirani,
1994). Specifically, the EEG data and behavioral results of all participants
were resampled 1000 times with replacement. In each time, the EEG data
sampled was used to predict the corresponding behavioral results, and
4

then computed the prediction accuracy. Therefore, a total of 1000 pre-
diction accuracy were produced. The significance level of difference
between the prediction accuracy using the combined responses and the
respective response was determined as follows: if Ns out of the 1000
difference values were greater (or smaller) than 0, the significance level
(p-value) was Ns/1000. When multiple comparisons were performed, the
p-value was further adjusted using the false discovery rate (FDR)
correction (Benjamini and Hochberg, 1995).

3. Results

3.1. Behavioral results

The reaction time, target detection accuracy, and the correction rate
for cartoon question answering were shown in Fig. 2. When the cartoon
video was played in the background, the reaction time significantly
elongated (P < 0.001, paired t-test, FDR corrected) and the detection
accuracy significantly decreased (P < 0.001, paired t-test, FDR cor-
rected). These results suggested that the naturalistic cartoon background
affected the detection of visual targets. Furthermore, the mean correction
rate for answering questions was about 46.5% in the cartoon(detection)
condition, indicating involuntarily spread of attention to the cartoon
background.

When the dual tasking was engaged, the reaction time significantly
elongated (P < 0.001, paired t-test, FDR corrected), the detection accu-
racy significantly decreased (P¼ 0.001, paired t-test, FDR corrected), and
the correction rate for answering questions significantly increased (P <

0.001, paired t-test, FDR corrected). These differences suggested that the
division of attention affected visual target detection. Therefore, both the
bottom-up saliency of the cartoon background and the top-down dual
tasking modulated attention, and had significant effects on the detection
performance at group level.

3.2. EEG responses to colored circles

The grand-averaged ERP to colored circles were shown in Fig. 3A–D.
The ERP evoked by yellow circles in the central region, i.e., targets, had a
prominent P300 component in each condition. In terms of the topog-
raphy, the P300 component was strongest in central electrodes. The P300
latency did not differ between conditions (blank vs. cartoon: t(48) ¼ 1.44,
P ¼ 0.15; detection vs. dual: t(48) ¼ 0.841, P ¼ 0.40, Jackknife test).
However, the amplitude of P300 component was reduced by both the
cartoon video (comparing green and blue curves in Fig. 3A) and dual
tasking (blue and orange curves in Fig. 3A). Furthermore, in an earlier
time window around 280 ms, a significant ERP difference was observed
between conditions with different visual background (comparing green
and blue curves in Fig. 3A).

The ERP evoked by peripheral distractors that had the same color as
targets showed a negative response when the background was a blank
screen (Fig. 3C). The ERP response was strongest in central electrodes.
The amplitude of this negativity diminished when cartoon video was
presented. The ERP evoked by distractors that have different color from
the targets barely showed deviated from the baseline (Fig. 3CD), and had
no significant difference between conditions (P > 0.327, paired t-test,
FDR corrected). These results suggested that color was used a cue to
allocate attention in the current experiment.

3.3. EEG responses to background

In the experiment, we applied a stimulus tagging technique and
embedded black frames as markers to separately tag the central and
peripheral parts of the background. The neural responses to the central
and peripheral black frames were presented in Fig. 3EF, which was
strongest in occipital electrodes. The ERP to central background differed
between conditions in a broad window between 180-ms to 400-ms la-
tency (Fig. 3E). The ERP to peripheral background differed between the



Fig. 2. Behavioral results. Center lines indicate the
mean, and error bars indicate 95% confidence in-
terval on each side. The gray points denote results
from individual participants. Statistical differences
between the blank(detection) condition and the
cartoon(detection) condition, and differences be-
tween the cartoon(detection) condition and the car-
toon(dual) condition are tested. (A) Reaction time.
The reaction time is significantly longer when the
cartoon video is presented or during dual tasking. (B)
Target detection accuracy. The detection accuracy is
significantly lower when the cartoon video is pre-
sented or during dual tasking. (C) Correction rate for
cartoon question answering. The correction rate is
significantly higher when attention is partly directed
to the cartoon watching task. Significant differences
are indicated by black stars. *P < 0.05, **P < 0.01,
***P < 0.001 (paired t-test, FDR corrected).
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blank(detection) and cartoon(detection) conditions (Fig. 3F) and was
largely insensitive to dual tasking.

3.4. Predicting individual performance using EEG responses

The neural correlates of individual behavioral performance were
characterized using a linear regression analysis. Linear regression was
applied to predict the individual reaction time and detection accuracy
based on different EEG responses. The prediction accuracy, i.e., the
Pearson correlation between the predicted behavioral results and the
actual behavioral results, was shown in Fig. 4A. The ERP evoked by
targets, which had a prominent P300 component, could predict the in-
dividual reaction time (blank(detection): P ¼ 0.013, cartoon(detection):
P¼ 0.001, and cartoon(dual): P¼ 0.003, permutation test) and detection
accuracy (blank(detection): P ¼ 0.020, cartoon(detection): P ¼ 0.016,
and cartoon(dual): P < 0.001, permutation test) in all three conditions.

The ERP evoked by peripheral background could also predict the
individual reaction time (cartoon(detection): P ¼ 0.016, and cartoon(d-
ual): P ¼ 0.002, permutation test) and detection accuracy (cartoon(de-
tection): P ¼ 0.008, and cartoon(dual): P ¼ 0.016, permutation test)
when the cartoon video was played as the background. Other neural
responses, however, could not predict individual performance in any
condition (P> 0.121, permutation test). For the two responses that could
significantly predict behavior, the results from individual participants
were shown in Fig. 4BC.

We further tested whether the behavioral difference between condi-
tions could be predicted by the neural responses in single conditions. The
results were shown in Fig. 4D. The results showed that the ERP evoked by
peripheral background could predict how the background influenced
detection accuracy (P ¼ 0.001, permutation test), i.e., the difference
between the blank(detection) and cartoon(detection) conditions. The
ERP evoked by targets could predict how the background influenced
reaction time (P ¼ 0.002, permutation test) and how the task influences
behavioral reaction time (P ¼ 0.017, permutation test) and detection
5

accuracy (P ¼ 0.001, permutation test), i.e., the difference between the
cartoon(detection) and cartoon(dual) conditions.

3.5. Predicting individual performance in different ERP windows

The previous regression analysis integrated the ERP in a long time
window spanning from 0 to 650 ms latency. In the following, the
regression analysis was restricted to narrow time windows to resolve
which time moments contained more information about the behavioral
performance (Fig. 5). In this analysis, 3 electrodes with the highest
amplitude were selected for each participant in each narrow time win-
dow. The distribution of these channels was shown in Fig. 5AC. The early
ERP response to targets (up to ~200 ms) was strongest in the occipital
electrodes, while the late neural response (~300–650 ms) was strongest
in the post-central electrodes (shown in Fig. 5A). The ERP response to
peripheral background (up to ~300 ms) was strongest in occipital elec-
trodes (shown in Fig. 5C).

The early response to targets (~150–200 ms) could predict individual
reaction time in conditions in which cartoon video was displayed. The
late response to targets (~300–500 ms) could significantly predict indi-
vidual reaction time and detection accuracy in all conditions (Fig. 5B).
The early response to peripheral cartoon video (between 100 and 300
ms) could predict individual reaction time and detection accuracy in
conditions in which cartoon video was displayed.

3.6. ERP for participants with good or bad performance

To investigate how the ERP evoked by visual targets and the ERP
evoked by peripheral background related to individual behavioral per-
formance, we separately averaged the EEG responses over the partici-
pants with good and bad performance (10 participants in each group),
and analyzed the waveform differences. The participants were divided
into groups based on either their reaction time or detection accuracy
(Fig. 6 and Supplementary Fig. 2). Ten best/worst performers were



Fig. 3. ERP responses averaged over participants.
The channel-averaged ERP waveforms in different
conditions are color coded and the shaded area de-
notes 95% confidence interval. Panels A–D show the
ERP responses to the colored circles. The 4 panels
separately show ERP responses to targets (A), central
distractors (B), peripheral distractors of the same
color as the target (C), and peripheral distractors that
have a different color from the targets (D). Panels
E–F show the ERP responses to the background. The
2 panels separately show the ERP responses to cen-
tral background (E) and peripheral background (F).
The topography of the response peak is shown in
each panel. The red dotted boxes on each topography
show the positions for central electrodes (Cz, CPz, Pz,
CP1, and CP2) or occipital electrodes (O1, Oz, O2, Iz,
and POz). The dark gray lines on the top denote the
time intervals when the differences between the
blank (detection) condition and the cartoon (detec-
tion) condition are significant (P < 0.05, paired t-
test, FDR corrected) and the light gray lines on the
top denote the time intervals when the differences
between the cartoon(detection) condition and the
cartoon(dual) condition are significant (P < 0.05,
paired t-test, FDR corrected).
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chosen since the rest twenty-nine participants showed relatively little
individual difference (Supplementary Fig. 1) and the results did not
clearly change if we chose fifteen best/worst performers.

For the two groups divided by reaction time, the ERP evoked by
targets differed in an early (~200–300 ms) and a late time window
(~300–650 ms) (Fig. 6A). The P300 latency differed between groups in
all three conditions. In the blank(detection) condition, the latency dif-
ference was 34.5 � 29.4 ms (t(18) ¼ 2.46, P ¼ 0.02, two-sample jackknife
procedure). In the cartoon(detection) condition, the latency difference
was 83.1 � 46.3 ms (t(18) ¼ 3.76, P < 0.001, two-sample jackknife pro-
cedure). In the cartoon(dual) condition, the latency difference was 136�
46.3 ms (t(18) ¼ 6.92, P < 0.001; two-sample jackknife procedure). For
the two groups divided by detection accuracy, significant difference of
ERP evoked by targets was only found in a late time window, between
about 300 and 650 ms (Supplementary Fig. 2A). Significant P300 latency
difference between the two groups was found in conditions that only
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engaged the detection task. In the blank(detection) condition, the latency
difference was 84.8 � 77.7 ms (t(18) ¼ 2.29, P ¼ 0.030, two-sample
jackknife procedure). In the cartoon(detection) condition, the latency
difference was 64.1 � 39.7 ms (t(18) ¼ 3.39, P ¼ 0.002, two-sample
jackknife procedure). In the cartoon(dual) condition, the latency differ-
ence was not significant (t(18) ¼ 1.22, P ¼ 0.234, two-sample jackknife
procedure). For the groups divided by reaction time, the ERP evoked by
peripheral background differed between ~100 and 250 ms, when
cartoon was presented (Fig. 6B). For the groups divided by detection
accuracy, the ERP evoked by peripheral background differed between
~250 and 300 ms, when the cartoon video was presented (Supplemen-
tary Fig. 2B).

Given that the target detection task required participants to make a
response as soon as possible, the participants must balance between the
reaction time and the detection accuracy. Therefore, an additional per-
formance index (PI), i.e., detection accuracy divided by reaction time,



Fig. 4. Predicting individual target detection
performance. (A) Individual reaction time (top)
and detection accuracy (bottom) are predicted
based on the ERP response to different stimulus
features. Different color bars indicate different
ERP responses. Black stars indicate significant
prediction accuracy. *P < 0.05, **P < 0.01
(permutation test). ERP evoked by the targets can
significantly predict the individual reaction time
and detection accuracy in all three conditions
(green solid bars). ERP evoked by the peripheral
background can predict the individual reaction
time and detection accuracy when the cartoon
video is played as the background (red solid
bars). The scatter plots show the correlation be-
tween predicted performance and behavioral
performance for individual participants: (B) re-
action time, and (C) detection accuracy. Each dot
denotes data from one participant. The r-value
and the associated p-value are shown in the title
of each panel. (D) predicting Individual reaction
time difference and detection accuracy difference
between conditions based on ERP evoked by the
targets (green solid bars) and ERP evoked by the
peripheral background (red solid bars). Black
stars indicate significant prediction accuracy. *P
< 0.05, **P < 0.01 (permutation test).
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was also calculated and used to divide participants into groups (Sup-
plementary Fig. 1C). EEG responses of fifteen best/worst performers
were chosen based on the PI results, and then averaged separately
(Supplementary Fig. 3). The results were similar to the results in Fig. 6
and Supplementary Fig. 2.
3.7. EEG responses captured different neural processes

Two ERPs could predict individual behavior, i.e., the ERP evoked by
targets and ERP evoked by peripheral background. These two responses
had different waveforms and different spatial distributions. To further
investigate whether they captured different neural processes, the two
7

responses were combined to predict the individual reaction time and
individual detection accuracy (Fig. 7).

When the two ERP responses were combined, the prediction accuracy
for individual reaction time was significantly higher in the cartoon(de-
tection) condition (combined responses vs. response to visual targets: P
¼ 0.010, and combined responses vs. response to peripheral background:
P ¼ 0.004, bootstrap, FDR corrected) and the cartoon(dual) condition
(combined responses vs. response to visual targets: P ¼ 0.018, and
combined responses vs. ERP response to peripheral background: P ¼
0.004, bootstrap, FDR corrected) (Fig. 7A).

When predicting individual detection accuracy, in the cartoon(de-
tection) condition, combined responses marginally outperform single



Fig. 5. predicting individual performance
using EEG responses in narrow time windows.
(AC) topography of the channels used to predict
behavior in each time window. In each time
window and for each participant, the 3 channels
with the highest ERP amplitude are used to pre-
dict behavior. The topography of the selected
channels is shown in panels A and C for the ERP
evoked by targets and peripheral background,
respectively. (BD) Neural prediction of individual
reaction time (left) and detection accuracy
(right). Reaction time and detection accuracy are
predicted based on the ERP response to visual
target (B) and peripheral background (D),
respectively. The colored lines on the top denote
the time intervals when the prediction accuracy is
significantly above chance (P < 0.05, permuta-
tion test, FDR corrected).
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responses (combined responses vs. response to visual targets: P ¼ 0.075,
and combined responses vs. response to peripheral background: P ¼
0.075, bootstrap, FDR corrected) (Fig. 7B). In the cartoon(dual) condi-
tion, when the two ERP responses were combined, the prediction accu-
racy for individual detection accuracy was significantly higher
(combined responses vs. response to visual targets: P ¼ 0.035, and
combined responses vs. response to peripheral background: P ¼ 0.012,
bootstrap, FDR corrected) (Fig. 7B).

4. Discussion

Here, we investigated how the saliency of visual background and top-
down attention separately contributed to individual ability to detect
8

visual targets. It was shown that the presence of a salient background,
i.e., a cartoon video, slowed down the detection of visual targets and
reduced detection accuracy, even when the participants were asked to
ignore the background. When the participants split their attention be-
tween the visual target detection task and the cartoon watching task,
their reaction time to visual target further elongated and their detection
accuracy further reduced. In terms of the neural responses, the ERP to
visual targets, strongest in the central electrodes, was modulated by both
the visual background and dual tasking. In contrast, the ERP response to
peripheral background, strongest in occipital electrodes, was largely
insensitive to dual tasking but affected by cartoon background.

In the presence of a salient cartoon background, both the responses to
targets and background could predict individual performance.



Fig. 6. ERP difference between participants with fast or slow reaction time. Ten participants with the shorted reaction time and ten participants with the longest
reaction time are separately averaged for the ERP evoked by targets (A) and peripheral background (B). The shaded area indicates 95% confidence interval. Shaded
gray regions denote the time intervals when there are significant differences between the two groups (P < 0.05, two-sample t-test, FDR corrected).

Fig. 7. Predicting individual performance
based on combined ERP features. (A)
Prediction accuracy for individual reaction
time. (B) Prediction accuracy for individual
detection accuracy. The red and green bars
are same as in Fig. 4. The blue bars show the
prediction accuracy when ERP evoked by
peripheral background and ERP evoked by
targets are combined. Significant differences
are indicated by black stars and marginally
significant differences are indicated by black
crosses. yP < 0.1, *P < 0.05 (bootstrap, FDR
corrected).
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Furthermore, combining these two measures could predict individual
performance more accurately, demonstrating that the two measures
represent distinct processing stages. These results suggest that neural
processing of visual targets and background jointly contribute to indi-
vidual visual target detection performance.

4.1. P300 and late processing of targets

The neural processing of a visual target engages broad cortical net-
works, and the P300 is a classic neural marker of late processing of visual
targets. Previous studies have suggested that the P300 amplitude reflects
the subjective probability of a stimulus and its task relevance, while the
P300 latency reflects the time required to detect and evaluate a target
(Donchin and Coles, 1988). Previous studies have also shown
single-trial-level correlation between P300 component and reaction time
(Kutas et al., 1977; McCarthy and Donchin, 1981; Polich, 2007; Verleger
et al., 2016). Here, we found that participants with good and bad per-
formance differed in both amplitude and latency of the P300 component
and good performers showed larger amplitude and shorter latency
(Fig. 5). Therefore, the P300 could reflect individual different in visual
detection tasks, on top of the within-participant trial-to-trial fluctuation
of performance.

In the current study, a large P300 response was observed in the
response to visual targets, while no clear P300 response was observed in
the responses to distractors (Fig. 3A vs. Fig. 3BCD). The dramatic dif-
ference in P300 amplitude might be attributable to two factors. First, the
amplitude of the P300 is affected by the stimulus probability, and larger
amplitude is observed by less frequent stimuli (Courchesne et al., 1975;
Donchin and Coles, 1988; Goldstein et al., 2002). Here, there occurrence
frequency of targets was relatively low, only 10% of colored circles were
the targets and even within the central area only 30% circles were tar-
gets. The response amplitude observed here was comparable to previous
studies in which the target stimulus appeared with similar probability
(Comerchero and Polich, 1998; Goldstein et al., 2002). Second, in the
current study, the target never appeared in succession. As a result, dis-
tractors frequently appeared in succession, leading to a large adaptation
effect (Morgan et al., 1996).

It has long been hypothesized that late ERP components such as the
P300, or the cento-parietal positivity (CPP) in different literature, was
linked to perceptual decision making, i.e., the neural transformation of
sensory information into adaptive action (Rohrbaugh et al., 1974; Smith
et al., 1970). Nevertheless, late ERP components may also reflect other
neural processes, such as motor activation (Gratton et al., 1992; Kok,
1986) and affective evaluation (Keil et al., 2002; Liu et al., 2012). Neural
correlates of detection performance are often confounded by that
movement-related potentials (MRP), which are time locked with overt
responding, e.g. a button press. The MRP may temporally overlap with
ERP related to stimulus-evaluation, e.g., P300 (Gratton et al., 1992; Kok,
1986; Smith et al., 2008). In the current study, since the participants
pressed a button whenever a target appeared, it was theoretically
possible that the late ERP component observed here was dominated by
motor-related responses such as the lateralized readiness potential (LRP)
components instead of the P300. This interpretation, however, is
incompatible with our results for the following reasons.

First, the neural response to visual targets were strongest at the
central EEG electrodes without obvious lateralization (topography in
Fig. 3A) while motor-relative response, such as the LRP, should be lat-
eralized in the current study since participants always used their right
forefinger to press the button. Additionally, typical electrodes for the
LRP, i.e., C3 and C4 that located above the primary motor cortex (Gratton
et al., 1992; Verleger et al., 2006), were not included in the five elec-
trodes (Cz, CPz, Pz, CP1, and CP2) chosen in our analysis. Second, during
dual tasking, the reaction time of participants elongated which would
increase the latency of MRP. However, we observed significant modu-
lation in the ERP amplitude rather than latency (Fig. 3A). Third, the
detection accuracy was compromised during dual tasking and the
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increase in omission errors might have reduced the MRP amplitude. To
test this possibility, we reanalyzed the ERP response to visual targets
after removing the epochs of EEG data when participants missed the
targets. This reanalysis, however, did not qualitatively change the results:
The ERP amplitude remained significantly decreased during dual tasking,
which suggested that the attenuate of the ERP amplitude was not caused
by an increase in the omission error.

4.2. Attention and early visual processing

Animal studies have showed that attention can modulate early visual
processing in cortical visual areas V1, V2, and V4 (Moran and Desimone,
1985; Motter, 1993). In humans, studies on visual ERP found that
attention typically enhances the P1 and N1 components (Hillyard and
Anllo-Vento, 1998; Mangun and Hillyard, 1990, 1991bib_Mangu-
n_and_Hillyard_1990bib_Mangun_and_Hillyard_1991). Furthermore,
previous neurophysiological studies have showed that attention increase
the perceived contrast of visual stimuli by boosting early sensory pro-
cessing in the visual cortex (St€ormer et al., 2009), and that neural
response gain can account for the behavioral improvements (Itthipuripat
et al., 2014). A recent study also showed a link between behavioral gain
and enhancement of P1 during behavioral training (Itthipuripat et al.,
2017).

Consistent with previous studies, the present study found that the ERP
to visual targets was significantly affected by visual background in an
early time window before 300 ms (Fig. 3A). A larger negativity, probably
the N1 component, was observed in the condition without a distracting
cartoon background. Importantly, this early response could predict in-
dividual reaction time (Fig. 5B), and was stronger for participants with
shorter reaction time (Fig. 6A). These results suggest that the N1 is
weakened by distracting visual background and participants with shorter
reaction time may better suppress the distracting visual background and
maintain a large N1 response. The current study did not observe a clear
P1 component (Fig. 3A), which might be attributable to the randomized
location of visual targets. Since stimuli presented to the upper and lower
visual fields elicit scalp potentials of opposite polarity (Di Russo et al.,
2003; Jeffreys and Axford, 1972), their P1 responses might cancel out in
the average.

It has been suggested that attention was mediated by biasing the
competition between targets and irrelevant stimuli (Duncan et al., 1997).
Biasing the competition could be achieved by both enhancing the target
and suppressing irrelevant stimuli, e.g., the salient cartoon background in
the current study (Hopf et al., 2006; Mazza et al., 2009; Moran and
Desimone, 1985; Treue and Trujillo, 1999). Here, we used ERP response
evoked by aperiodic markers, i.e., black frames, to characterize neural
responses to the visual background in the central and peripheral region,
which was related to the steady-state visual evoked potential (SSVEP)
approach. The SSVEP is elicited by a stimulus flickering at a constant
frequency (Regan, 1966). Previous studies demonstrate that amplitude of
SSVEP is substantially increased by both spatial attention (Müller et al.,
2003) and feature-selective attention (Andersen et al., 2008; Müller
et al., 2006). Additionally, recent studies also show that SSVEP amplitude
is stronger for non-target stimuli that share features with the target
stimulus (Andersen et al., 2012), even when the non-targets are unat-
tended and presented in peripheral areas (Painter et al., 2014). Here,
using an aperiodic approach, we further demonstrate that non-targets,
e.g., a salient video background, which are totally irrelevant to the
attended targets, can also modulate neural response in early visual pro-
cessing (Fig. 3EF).

Since visual flickering at a constant rate is likely to induce excessive
visual fatigue and sometimes even photosensitive epileptic seizures
(Fisher et al., 2005), we employed an aperiodic tagging strategy. Another
advantage of the aperiodic tagging strategy was that it preserved tem-
poral information. In the SSVEP, the target response is only characterized
by the amplitude and phase at the target frequency and usually only the
amplitude is analyzed. The aperiodic tagging technique, however,
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resulted in an ERP, which allowed distinguishing early and late neural
processing. The aperiodic tagging technique was similar to the TRF
approach (Jia et al., 2019; Lalor et al., 2006; Liu et al., 2017). However,
by using randomly inserted black frames (i.e., spectrally white stimuli),
the response could be extracted as a regular ERP, saving sophisticated
TRF calculations. More importantly, we extended the stimulus tagging
approach to tag natural videos and demonstrated its feasibility.

4.3. Interactions between top-down and bottom-up attention

Previous studies have extensively demonstrated that top-down
feature-based or spatial attention both enhances visual processing
(Andersen and Müller, 2010; Desimone and Duncan, 1995; Morgan et al.,
1996). Here, the targets were defined as yellow circles in the central
region, and therefore required both feature-based and spatial attention. A
simple feature-based attention mechanism would enhance all yellow
objects. Consistent with this hypothesis, in the peripheral region, the ERP
to yellow distractors had larger amplitude than the ERP to purple dis-
tractors when the backgroundwas a gray screen (Fig. 3CD). Nevertheless,
this difference largely disappeared when the background was a cartoon
video (Fig. 3CD). More importantly, the ERP to peripheral yellow dis-
tractors did not predict behavior (Fig. 4A). These results suggest that
color-based attention is not effective in peripheral regions in the current
experiment.

Similarly, a simple spatial attention mechanism would enhance all
visual stimuli in the central region. Consistent with this hypothesis, the
response to targets indeed showed a large P300 component. Neverthe-
less, the ERP to purple distractors in the central region was rather weak
(Fig. 3B). More importantly, neither the ERP to central distractors nor the
ERP to central background could predict behavior (Fig. 4A). Therefore,
the current results showed a complex pattern of attentional modulation
that could not be easily explained by simple feature-based or spatial
attention mechanisms, especially in the presence of a salient cartoon
background. The fact that the neural responses to visual objects of the
attended color are selectively enhanced in the central but not peripheral
region might be caused by qualitative differences in neural processing
between central and peripheral vision (DeValois and DeValois, 1990;
Kitterle, 1986). In the central region, different visual objects were well
resolved and the color was the only cue to define the target. In the pe-
ripheral region, however, the power of feature-based attention was
compromised due to the poor spatial resolution of peripheral vision
(Carrasco and Chang, 1995; Carrasco et al., 1995).

If top-down attention selectively enhances neural processing of visual
targets but not the processing of other visual objects that shared spatial or
color features, how could the ERP to peripheral background be predictive
of behavior? It was surprising since the peripheral background was
outside the spatial area where the participants should attend to and did
not have the same color as the target. More importantly, the background
was completely irrelevant to the task. It was likely, however, that the
cartoon background interfered behavior through bottom up mechanisms.
It has been shown that participants can recognize natural images in pe-
ripheral regions, in the absence of top-down attention (Li et al., 2002).
Neural evidence has also been provided for rapid visual recognition of
objects in naturalistic scenes, even if these objects are task-irrelevant and
presented outside the focus of spatial attention (Peelen et al., 2009).
Therefore, the cartoon in the peripheral background could probably be
well recognized even when the participants barely payed attention to
them. Since the cartoon video was much larger and easy to recognize
than the distractor circles, it likely to be the perceptually dominant
stimulus in the periphery that attracted bottom-up attention. Therefore,
whether the brain could actively suppress the salient peripheral back-
ground was related to target detection performance.

It should be noted that, however, salient visual distractors do not
always modulate behavior, especially in some visual working memory
(VWM) tasks (Bettencourt and Xu, 2016; Rademaker et al., 2019; Spra-
gue et al., 2018). The load theory of attention and cognitive control have
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been proposed to account for the inconsistent distractors effects (Lavie
et al., 2004). According to this theory, the difficulty of a perceptual task,
e.g., a detection task, determines how easily it can be influenced by
distractors: Distractors can more easily influence behavior when the
perceptual task is easy (Lavie, 2010). In the present study, the simple
target detection task might have caused evident attention capture by
salient cartoon background.

Finally, it has been hypothesized that the P300, or sometimes called
the cento-parietal positivity (CPP), is an index of perceptual decision
making, i.e., the neural transformation of sensory information into
adaptive action (Rohrbaugh et al., 1974; Smith et al., 1970). Recent
studies have demonstrated that, compared with early visual responses,
the P300/CPP is more closely related to perceptual decision and better
explains behavior (Itthipuripat et al., 2015; Itthipuripat et al., 2014; Kelly
and O’Connell, 2013; O’connell et al., 2012; Twomey et al., 2015). If the
P300/CPP is already the perceptual decision, it should solely determine
behavior. The current results, however, showed that individual behavior
was better explained by jointly considering the responses to targets and
peripheral background. It was possible that jointly considering two ERPs
simply improved the signal-to-noise-ratio of neural responses: Each ERP
was noisy and integrating two separate ERPs could suppress noise. It was
also possible, however, that the generation of the P300 and the genera-
tion of behavior might not be the same process, just like the perceptual
detection of targets was not the same as responding by a button press.

In sum, the current study showed behaviorally and neurally that vi-
sual processing in a central region could be affected by natural videos in
the periphery, and demonstrated complex interactions between top-
down feature-based attention, top-down spatial attention, and bottom-
up attention.
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