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for detecting different magnitudes of lexical tones changes. A multiple-deviant oddball

paradigm was used in which the syllable “yi” with a low-dipping tone (T3) was the

common standard sound and the same syllable with a high-level tone (T1) or a high-rising

tone (T2) were the large and small deviant sounds, respectively. The data revealed a larger

magnetic mismatch field (MMNm) for large deviant in the left hemisphere. The source

analysis also confirmed that the MMNm to lexical tone changes was generated in bilateral

superior temporal gyri and only the large deviant revealed left lateralization. A set of

frontal generators was activated at a later time and revealed differential sensitivities to the

degree of deviance. The left anterior insula, the right anterior cingulate cortex, and the

right ventral orbital frontal cortex were activated when detecting a large deviant, whereas

the right frontal-opercular region was sensitive to the small deviant. These frontal

generators were thought to be associated with various top-down mechanisms for atten-

tional modulation. The time frequency (TF) analysis showed that large deviants yielded

large theta band (5–7 Hz) activity over the left anterior scalp and the left central scalp,

while small deviants yielded large alpha band activity (9–11 Hz) over the posterior scalp.

The results of TF analyses implied that mechanisms of working memory and functional

inhibition involved in the processes of acoustic change detection.
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1. Introduction

The ability to detect changes in the environment is crucial for
humans. In the literature, mismatch negativity (MMN) is an
event-related brain potential (ERPs) and has been used to
index the automatic and pre-attentive change detection. The
magnetic mismatch negativity (MMNm) is its magnetocepha-
lographic (MEG) counterpart, also known as a MMF (Alho
et al., 1998; Phillips et al., 2000; Pulvermüller et al., 2003). The
MMN has been observed in the auditory system in response
to changes in frequency, duration, or intensity (Näätänen
et al., 1992, 1997; Shestakova et al., 2002, 2003), though some
evidence suggests similar ERP activity in the visual (Czigler,
2013; Takacs et al., 2013; Tales et al., 1999) and somatosensory
systems (Kekoni et al., 1997; Restuccia et al., 2007).

The auditory MMN is elicited with an auditory oddball
paradigm in which rare sounds (deviant stimuli) occasionally
occur in a sequence of repetitive sound (standard stimuli),
and it is operationally measured by subtracting the ERPs that
are elicited in response to the standard stimulus from that
elicited in response to the deviant stimulus. In adults, the
MMN typically peaks between 100 and 200 ms after the onset
of deviation in frontal–central electrodes. MMN can be eli-
cited even when the participant does not attend to the
stimuli, such as while they are reading a book or watching
a silent movie. As discriminability between the standard and
the deviant stimuli increases, MMN amplitudes increase,
whereas peak latencies decrease. The memory-mismatch
hypothesis, which is a widely accepted interpretation of
MMN, suggests that MMN is elicited when an acoustic event
deviates from a memory record describing the immediate
history of the sound sequence (Näätänen et al., 1978). How-
ever, MMN has also been observed when the regularity of a
sound pattern is violated; thus, as an extension of the
memory-mismatch hypothesis, the regularity-violation
hypothesis proposes that MMN occurs when a previously
encoded acoustic regularity is violated (Winkler, 2007).

Giard et al. (1990) transformed scalp-potential maps to
current source density maps and showed that two sets of
neural generators, one from the temporal lobes and one from
the right frontal lobe, may contribute to the MMN response.
These findings have been supported by studies that demon-
strated reduced MMN amplitudes in patients with lesions in the
frontal and temporal lobes (Alain et al., 1998; Alho et al., 1994).
Since then, a number of studies have used functional magnetic
resonance imaging (fMRI), MEG, and high-density electroence-
phalography (EEG) to uncover the cerebral origin of the MMN.
Findings of a generator in the auditory cortex in the superior
temporal gyrus (STG) have been repeatedly replicated. However,
considerable variation has been reported in the foci of the
activation in the frontal regions, including the left or right
ventrolateral prefrontal cortex, parts of the medial frontal (or
cingulate cortex), and the right precentral cortex(Deouell, 2007;
Doeller et al., 2003; Giard et al., 1990; Opitz et al., 2002; Rinne
et al., 2005; Schönwiesner et al., 2007). Neither the precise
frontal brain structures subserving change detection nor their
functional significance in MMN processes are fully understood.

The traditional view suggests that the STG is associated with
establishing memory traces and monitoring the attributes of an
incoming stimulus, while the frontal generator is associated
with the involuntary triggering of attention that is invoked by
the deviant stimuli (Giard et al., 1990; Näätänen and Michie,
1979). More recent studies have manipulated the size of
deviance in order to further elucidate the functional roles of
the STG and the frontal generators in deviancy processing.
It was expected that the more salient a deviant was, the more
likely it was to trigger an attention switch and to show stronger
activation in the frontal generator. Schönwiesner et al. (2007)
used event-related fMRI and high-density EEG to show that the
frontal generator activation peaks around 50ms after the STG
generator. Moreover, activity in the inferior frontal gyrus (IFG)
was, in fact, insensitive to the magnitude of changes, while the
activity in the STG did show such modulation. Their data
suggested that the automatic change processing consists of at
least three stages: initial detection in the primary auditory
cortex, detailed analysis in the posterior STG and planum
temporale, and the judgment of sufficient novelty for the
allocation of attentional resources in the mid-ventrolateral
prefrontal cortex (Schönwiesner et al., 2007).

Other studies have suggested that the frontal MMN gen-
erator is not directly connected to the switching of attention, as
previously suggested, but that it might be related to an
involuntary amplification or contrast enhancement mechanism
that tunes the auditory change detection system (Deouell, 2007;
Doeller et al., 2003; Opitz et al., 2002). An fMRI study conducted
by Opitz et al. (2002) demonstrated that superior temporal
activity is directly correlated with the size of the pitch deviation
(30% and 100%) and that the activity in the right fronto-
opercular cortex is inversely related to the deviation magnitude.
Furthermore, the strength of the temporal activation correlated
with the amplitude of the change-related ERP around 110ms
after stimulus onset, while the frontal activation correlated
with the change-related ERP around 150ms. Opitz et al. (2002)
have suggested that the right fronto-opercular cortex may be
more involved when the deviance is less salient, and it indexes
a contrast-enhancing mechanism for sharpening the proces-
sing of the incoming stimulus. This hypothesis was supported
by a follow-up fMRI study by Doeller et al. (2003) that used three
levels of pitch changes (667 Hz, 833 Hz, and 1000 Hz) and a
standard pitch of 500 Hz. Their results have also shown that
activation in the right STG increases with the magnitude of the
frequency change, while activation in the right IFG to the small
changes is stronger than those to the large changes.

To sum up, the cumulative lines of evidence have suggested
that, in addition to the STG, other generators in the left and/or
right IFG and in the medial part of the frontal cortex may also
contribute to the elicitation of MMN. However, the exact location
of the frontal region for auditory change detection and how the
saliency of the deviance modulates the activation of these
generators needs further investigation. One of the possible
reasons for the inconsistent findings may be the methodological
limitation of using fMRI and ERP to investigate the cortical origin
of MMN. It is known that ERP has excellent temporal resolution
when examining various stages of cognitive processes in differ-
ent time windows. However, due to volume conduction, each
electrode on the scalp reflects a summation of activity from a
variety of cortical regions that could be remote from the actual
location of the source. As for fMRI, although it has the potential
to localize brain activity with a millimeter resolution, the slow
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hemodynamic responses provide low temporal resolution and
pose a particular difficulty for fMRI in separating generators of
the different ERP components (such as N1, MMN, and P3a) from
each other over time. In contrast, MEG provides excellent
temporal and spatial resolutions and thus might be able to
resolve the various stages of processing and to estimate the
corresponding cortical generators of the ERP/MEG components at
a millisecond resolution. Therefore, the present study aimed to
take advantage of MEG to delineate the spatial-temporal
dynamics of MMNm generators in response to different magni-
tude of changes in Mandarin lexical tones.

Mandarin Chinese is a tonal language that exploits varia-
tions in pitch at the syllable level in order to determine lexical
meaning. For example, by applying one of four tones, the
syllable yi has distinct meaning (e.g. yi1 ‘clothes’; yi2 ‘aunt’;
yi3 ‘chair’; yi4 ‘easy’). The four lexical tones are categorized
phonologically as a high-level tone (T1), a high-rising tone
(T2), a low-dipping tone (T3), and a high-falling tone (T4).
A number of studies have suggested that the pitch contour
and pitch height are crucial for characterizing Mandarin
tones (Gandour and Harshman, 1978; Gandour, 1983; Jokisch
and Jensen, 2007; Klimesch et al., 2006; Lin et al., 2007). In
terms of pitch contour and direction, T2 and T3 are more
acoustically similar than T1 and T3. Tonal discrimination and
identification studies have confirmed that T2 and T3 are more
often confused with one another compared to other tonal
pairs (Gandour and Harshman, 1978; Gandour, 1983).

Previous ERP studies have used the MMN paradigm to
investigate the brain responses to lexical tone changes. Luo
et al. (2006) first examined MMN responses in native Man-
darin speakers, investigating changes in initial consonants
(bai1, sai1, dai1, tai1) and lexical tone changes (bai1, bai2, bai3,
bai4). An opposite pattern of hemisphere lateralization for the
MMN response to the lexical tone and to the consonant
contrasts was found. Regardless of deviance magnitude, tonal
changes elicited greater MMN magnitude and stronger dipole
strength in the right hemisphere, whereas consonant
changes elicited greater responses in the left hemisphere.
However, in another passive oddball paradigm, Gu et al.
(2013) presented pitch contrasts to native Cantonese speakers
using both lexical stimuli (including three level tones, /ji55/,
/ji33/, and /ji11/) and acoustic stimuli (i.e. harmonic tones
matched with speech stimuli for duration, amplitude envel-
ope, and F0). The results revealed left lateralized MMN
responses in native Cantonese speakers for both lexical and
acoustic pitch processing, while the MMN elicited by duration
and intensity was right lateralized.

Xi et al., (2010) investigated MMN responses in native
Mandarin responses to speech and nonspeech stimuli. T2 and
T4 syllables were digitally manipulated and used as endpoint
stimuli to create a 10-interval tonal continuum. Based on
behavioral task data, an across-category stimulus pair and
within-category stimulus pair were determined, and nonspeech
stimuli were created from harmonic tones matched for pitch,
amplitude and duration. Regardless of deviant or stimulus type,
MMN responses were marginally larger in the right scalp than
in the left scalp. More importantly, the MMN responses for
across-category contrast were larger than those for within-
category contrast in the left hemisphere for both lexical tones
and for harmonic tones. In a follow-up fMRI study, Zhang et al.
(2011) used the same set of speech stimuli to demonstrate that
both within- and across-category deviant conditions elicited
greater activation in the right superior temporal gyrus (STG)
than the standard condition did. Interestingly, they found that
relative to the within-category condition, the across-category
condition elicited more activation in the left middle temporal
gyrus, suggesting its role in processing high-level phonological
representations (Zhang et al., 2011).

ERP studies have also indicated that the deviance magni-
tude in lexical tone changes affects the latency and ampli-
tude of MMNs (Chandrasekaran et al., 2007; Cheng et al., 2013;
Lee et al., 2012; Tsang et al., 2011). For example, acoustically
distinct T3/T1 contrast yielded a larger MMN with an earlier
peak latency than the acoustically similar T3/T2 contrast did
(Chandrasekaran et al., 2007; Cheng et al., 2013). However, the
acoustical similarity effect on MMN was only found in native
Chinese speakers, but not in native English speakers
(Chandrasekaran et al., 2007). Regarding Cantonese lexical
tones, Tsang et al. (2011) demonstrated that the amplitude
and latency of MMN were sensitive to the size of the pitch
level change, while the latency of P3a captured the presence
of pitch contour.

Contrasts of lexical tones have also been examined in
terms of maturation. Cheng et al. (2013) investigated the
development of mismatch responses to Mandarin lexical
tones in newborns and infants at 6-month-olds. The T3/T1
contrast elicited a positive mismatch response (P-MMR) at
birth but an adult-like MMN at 6 months of age. For the T3/T2
contrast, no significant MMR was seen in newborns, whereas
a P-MMR was found in 6-month-old infants (Cheng et al.,
2013). A similar pattern was also found in preschoolers ages
4–6 (Lee et al., 2012).

This MEG study aimed to elucidate the functional roles of
MMNm generators in detecting different magnitudes of
changes in Mandarin lexical tones. The size-of-deviance
effect on mismatch responses was examined with a multi-
deviant oddball paradigm (Näätänen et al., 2004) with T3 as
the common standard, T1 as a large deviant, and T2 as a
small deviant. According to the contrast enhancement
hypothesis (Doeller et al., 2003; Opitz et al., 2002), the STG
was expected to exhibit stronger activation for the acousti-
cally distinct T3/T1 contrast than for the acoustically similar
T3/T2 contrast, while the frontal generator was expected to
reveal a reverse pattern. To fully explore the brain dynamics
of the MMNm activity, the wavelet-based trial-by-trial analy-
sis was used to measure the amplitude of neural oscillations.
Although the size of deviance has shown a robust effect in
measurements of averaged waveforms in the MMN/MMNm
literature, it remains unclear whether the time-frequency
behavior of MMN/MMNm responses would show the size-of-
deviance effect. EEG/MEG studies have demonstrated that
deviant stimuli elicit stronger theta and alpha bands activ-
ities than standard stimuli do (Bishop et al., 2010; Fuentemilla
et al., 2008; Hsiao et al., 2009; Lin et al., 2007). Furthermore,
studies have indicated that theta synchronization is asso-
ciated with working memory and attention, such as encoding
new information from sensory inputs (Benchenane et al.,
2011). On the other hand, the alpha inhibition hypothesis
proposes that alpha activity is associated with the top-down
control of posterior brain areas (Jokisch and Jensen, 2007;
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Klimesch et al., 2006). Based on the assumptions that differ-
ent cognitive functions are related to activity in different
frequency bands, this study elucidated the MMNm related
activity in theta and alpha bands in response to small and
large deviants. It is expected that both large and small
deviants might trigger different processes of auditory change
detection, and the size of deviance might affect the strength
of theta and alpha oscillations.
Fig. 1 – Topographical plots of the differential activities of event-r
band activity (e and f) in six time windows. Black dots indicate cl
T3, and between T2 and T3. (a) MMNm, T1 vs. T3, (b) MMnm, T2 v
T2 vs. T3, (e) alpha band (9-11 Hz), T1 vs. T3 and (f) alpha band
2. Results

2.1. MMNm responses in cluster-based random
permutation analysis

The cluster-based random permutation analysis of MEG
waveforms indicated that the T3/T1 contrast yielded four
elated fields (a and b), theta band activity (c and d), and alpha
usters of sensors with significant differences between T1 and
s. T3, (c) theta band (5-7 Hz), T1 vs. T3, (d) theta band (5-7 Hz),
(9-11 Hz), T2 vs. T3.
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significant clusters over the left scalp from 150 to 200 ms and
from 200 to 250 ms. Fig. 1a shows the topography and the
significant results for T3/T1 contrast. The negative clusters
(meaning a large negative magnetic field in response to the
deviant) were in the left-anterior scalp, and the positive
clusters (meaning a large positive magnetic field in response
to the deviant) were in the left-central scalp. On the other
hand, the T3/T2 contrast also elicited significant clusters over
the left scalp. In Fig. 1b, the negative clusters in the left-
anterior scalp were significant from 200 to 400 ms, and the
positive clusters in the left-central scalp were significant
from 250 to 300 ms. Although there seemed to be another
pair of clusters over the right scalp, there was no significant
effect in the right hemisphere.
Fig. 2 – (a) Grand-averaged MMNm responses for each lexical to
sensor array is viewed from above with the nose pointing upwar
are plotted in black and red, respectively. The MMNm waveform
(d) The MMNm amplitudes averaged across participants. (e) The
2.2. Conventional analyses for MMNm responses

Figs. 2d and e show the averaged MMNm amplitudes and
latencies for the T1/T3 and T2/T3 contrasts in each hemi-
sphere. The analysis of the MMNm latencies showed signifi-
cant main effects of contrasts (F(1, 11)¼5.23, po.05) and
hemisphere (F(1, 11)¼12.96, po.01). The T3/T1 contrast
revealed an earlier MMNm than the T3/T2 contrast did
(mean7SD: 17878 ms and 21079 ms for the T3/T1 and T3/
T2 contrasts, respectively). The peak latency of the MMNm in
the left hemisphere was earlier than that of the right hemi-
sphere (mean7SD: 18475 ms and 20677 ms for the left and
right MMNm, respectively). The interaction was not signifi-
cant (F(1, 11)¼ .05, p4.8).
ne contrast that was recorded with 157 gradiometers. The
ds. The MMNm waveforms for the T3/T1 and T3/T2 contrasts
s in sensor No. 40 and No. 122 are displayed in (b) and (c).
MMNm peak latencies averaged across participants.



Fig. 3 – Grand-averaged dSPM maps for each type of stimuli in both hemispheres shown at 20-ms intervals. Positive (red)
values indicate current flowing outward from the cortical surface, whereas negative (blue) values indicate current flowing
inward. Significance levels relative to baseline noise estimates are indicated with color bars.
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The analysis of the MMNm amplitudes showed a signifi-
cant main effect of contrasts (F(1, 11)¼7.02, po.05), in which
the T3/T1 contrast revealed a larger MMNm amplitude than
the T3/T2 contrast did (mean7SD: 106717 fT and 7378 fT for
the T3/T1 and T3/T2 contrasts, respectively). Although the
main effect of hemisphere was not significant (F(1, 11)¼ .31,
p4.3), there was a significant interaction between hemi-
sphere and contrast (F(1, 11)¼7.23, po.05). Post-hoc analyses
revealed a significant simple main effect of contrasts in the
left hemisphere (F(1, 11)¼8.99, po.05), in which the T1/T3
contrast elicited a greater MMNm than the T2/T3 contrast did.
The simple main effect of contrasts was not significant in the
right hemisphere (F(1, 11)¼1.97, p4.1).
2.3. Results of TF responses

The cluster-based random permutation analysis of the theta
frequency range (5–7 Hz) showed that the T3/T1 contrast
yielded significant clusters (po.001) from 100 to 300 ms, and
the theta band response to the standard was not significantly
different from that to small deviants. Fig. 1c shows that large
deviants elicited larger theta power than the standard did,
and the effects were over the left-anterior scalp and the left-
central scalp.

For the alpha frequency range (9–11 Hz), interestingly, it
was the T3/T2 contrast that yielded significant clusters
(po.001) from 100 to 200 ms and from 250 to 400 ms, and
the alpha band response to the standard was not significantly
different from that to the large deviants. Fig. 1f shows that
small deviants elicited larger alpha power than the standard
did, and the effects were referring to the posterior-
central scalp.
2.4. The dynamic statistical parametric maps for the
MMNm responses

The averaged dynamic statistical parametric maps (dSPMs)
for each type of stimuli are shown in Fig. 3, and they
exhibited a clear pattern of early activity in response to all
three types of stimuli at �80 ms in Heschl's gyrus in both
hemispheres. The standard (T3) then showed significant
activity in the insula in both hemispheres at about 140 ms,
and it lasted to 200 ms. The estimated activities for both the
large and small deviants were mainly in the temporal and
frontal regions. For the large deviant (T1), the activity started
from the STG in both hemispheres (from 100 ms to 200 ms),
and it spread to the left MTG (from 130 ms to 200 ms), the left
insula (from 140 ms to 180 ms), the right ventral-orbital
frontal cortex (�140 ms), and the anterior cingulate cortex
(�190 ms). As for the small deviant (T2), the activities were
mainly found in the STG in both hemispheres (from 100 ms to
140 ms), and the left anterior insula (from 100 ms to 140 ms).

Fig. 4 presents the dSPMs for the T3/T1 and T3/T2 con-
trasts. In the T3/T1 contrast, significant activity was first seen
in the STG in both hemispheres at about 140 ms, and it lasted
to 200 ms with a strong left lateralization. The T3/T1 contrast
also demonstrated significant activity in the left MTG (from
140 ms to 200 ms), the left anterior insula (from 155 ms to
185 ms), the right anterior cingulate cortex (from 180 ms to
200 ms), the right ventral-orbital frontal cortex (from 185 ms
to 195 ms), and the right MTG (190 ms to 200 ms). For the
T3/T2 contrast, the activity started in the STG in both hemi-
spheres (from 180 ms to 200 ms), and it spread to the MTG of
both hemisphere (�190 ms), and the right fronto-opercular
cortex (from 195 ms to 200 ms). Fig. 5 shows the estimated
strength of the activities that were elicited in response to
each contrast in the four regions of interest, including the left



Fig. 4 – Grand-averaged dSPM maps for each lexical tone contrast. The significance levels relative to baseline noise estimates
are indicated with color bars. The results show that the left anterior insula and right ventral orbital frontal cortex (the white
dashed circle next to “a” and “b”, respectively) contributed to the MMNm activity for T3/T1 contrast and that the right frontal-
opercular regions (the white dashed circle next to “c”) contributed to the MMNm activity for the T3/T2 contrast.

Fig. 5 – Bar plots for the differential dSPMs in four regions in
the frontal lobe. The dashed line indicates the significance
threshold (po.01) relative to the baseline noise estimates.
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anterior insula (Talairach co-ordinates: x¼–28, y¼21, and
z¼1), the right anterior cingulate (x¼8, y¼40, z¼1), the right
ventral-orbital frontal cortex (x¼30, y¼23, z¼–12), and the
right fronto-opercular cortex (x¼52, y¼15, z¼9).
3. Discussion

The present MEG study aimed to investigate the neural
generators underlying the MMNm elicited in response to
lexical tone changes and their functional roles in detecting
the changes. In order to achieve this goal, infrequent devi-
ants, T1 and T2, were paired with a frequent standard, T3, to
induce large and small lexical tone changes. The source
analysis for brain response to auditory input revealed that
activation in the left Heschl's gyrus at 80 ms was stronger
than that in the right hemisphere counterpart, regardless of
stimulus type (Fig. 3). Furthermore, the sensor-based analysis
showed that both large and small deviants yielded signifi-
cantly more activity than the standard stimuli did in the left
scalp, but not in the right scalp (Figs. 1a and 1b). Consistent
with previous studies (Gu et al., 2013), these results indicate a
left hemisphere dominance for processing Mandarin lexical
tones. The same inference has been drawn from some
studies using dichotic listening tasks. That is, native speakers
of tonal languages, such as Thai (Van Lancker and Fromkin,
1973), Norwegian (Moen, 1993), and Mandarin Chinese (Wang
et al., 2001, 2004), show a right-ear advantage (i.e., a left
hemisphere dominance) in the tonal processing of their own
languages.

By analyzing difference waves, the MMNm responses
show sensitivity to the size of lexical tone changes. Similar
to findings of previous ERP studies (Chandrasekaran et al.,
2007; Cheng et al., 2013; Lee et al., 2012), the acoustically
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distinct T1/T3 contrast elicited an earlier and larger MMNm
than the acoustically similar T2/T3 contrast did. This con-
firmed that the T1/T3 contrast was easier to discriminate
and therefore revealed a much more pronounced MMNm
response than the T2/T3 contrast did. However, such an
effect of the size of deviance was found in the left hemi-
sphere but not in the right hemisphere, which suggests a left
hemispheric dominance of MMNm to Mandarin lexical tone
changes.

The left lateralization of the lexical tone MMNm was
further supported by the distributed source analysis of the
MMNm generator, especially for the large deviant contrast.
The source analysis showed that the T1/T3 MMNm was
initially generated in the STG in both hemispheres at
140 ms with a stronger activation in the left hemisphere than
that in the right hemisphere. The averaged dSPMs also
displayed a network of later activation from 160 ms to
200 ms, located in the left insula, the right anterior cingulate,
and the right mid-ventrolateral prefrontal cortex. This is
consistent with the hypothesis that the left hemisphere is
dominant in detecting phonetic changes and is potentially
linked to the language-specific structures that are located in
the left hemisphere (Phillips et al., 2000; Pulvermüller et al.,
2003; Pulvermüller and Shtyrov, 2006). Although the T2/T3
MMNm was also generated in the STG in both hemispheres at
180 ms, no strong left lateralization was found. However, a
slightly later activation was found in the right ventral-orbital
frontal cortex around 200 ms. These data confirm that a
major part of the MMNm activities is generated in the
auditory cortex and that there is slightly delayed activation
of the generators in the frontal cortex (Alho, 1995; Lin et al.,
2007; Opitz et al., 2002; Rinne et al., 2000).

Most critically, these findings demonstrate that the size of
the deviance affects laterality and the time course of activa-
tion in the temporal and frontal cortexes. This might explain
the inconsistent findings regarding hemispheric dominance
for detecting lexical tone changes that have been reported in
previous studies (Chandrasekaran et al., 2007; Luo et al., 2006;
Xi et al., 2010). For example, Luo et al. (2006) observed that
lexical tone contrasts result in larger MMN amplitudes in the
right scalp than those in the left scalp. This suggested right-
hemisphere dominance in the early auditory processing of
lexical tones. Since their study was aimed to examine the
MMN responses to tonal and segmental changes, all of the
possible combinations of the four lexical tones were used, so
there was no need to analyze the MMN for each contrast
separately. The right-hemisphere dominance of MMN
responses in their study might be due to their analyses of
lexical tones contrasts – both similar and dissimilar contrasts
were averaged in their analysis.

The data presented here shows that small deviant con-
trasts involve less left-lateralized activation in the auditory
cortex and greater activation in the right frontal cortex at a
later time window. This finding supports the assumption that
the degree to which the left and right hemispheres contribute
to sound encoding can be modified by small acoustic changes
(Kasai et al., 2001; Tervaniemi and Hugdahl, 2003). The effects
of deviant size shown here are also comparable to previous
studies that have shown that cross-category contrasts reveal
larger MMN responses than within-category contrasts in the
left scalp, but not in the right scalp (Xi et al., 2010; Zhang
et al., 2011). The discrepancies across studies with respect to
the laterality of lexical tone discrimination may have been
due to confounds in the study design and the data analysis.
Our data has suggested that combining different lexical tone
contrasts all together may not results in the ability to address
this issue adequately.

The present study also demonstrated the existence of
MMNm generators in frontal regions, including the left insula,
the right mid-ventrolateral prefrontal cortex, the right anterior
cingulate, and the right ventral-orbital frontal cortex, outside of
the main superior temporal ones. These findings confirmed the
framework of the spatiotemporal dynamics underpinning the
detection of acoustic changes (Doeller et al., 2003; Opitz et al.,
2002; Schönwiesner et al., 2007). In addition, the present results
demonstrated a time lag of �20ms between the initial MMNm
response in the STG and that in the frontal cortex. Regarding
the T3/T1 contrast, the MMNm activity in the left anterior
insula, the right ventral-orbital frontal cortex, and the right
anterior cingulate cortex lagged by 10ms, 20 ms, and 40ms,
respectively, compared to the MMNm activity in the STG
regions. As for the T3/T2 contrast, the MMNm activity in the
right frontal-opercular lagged by 30ms compared to that in the
STG regions, and the MMNm activity in the right ventral-orbital
frontal cortex preceded that in the STG regions by 20ms. These
finding were congruent with those of previous ERP/MEG studies
that have shown that the frontal activities generally lag the STG
activity by 3–60ms (see Deouell, 2007 for a review). De Sanctis
et al. (2009) used small changes in pitch (15%) to elicit the MMN
response, and they also demonstrated that frontal activity
precedes the temporal activity (Yago et al., 2001). A time lag
between the temporal and frontal generators underlying MMN
elicitation suggests that the frontal generators may provide top-
down modulation for the deviance detection system in the
temporal cortex.

Early work by Näätänen et al. (1992) has suggested that the
MMN results from a comparison of present auditory input
and the memory traces of previous sounds. The temporal
generator may be associated with the pre-attentive sensory
memory mechanism for deviance detection. However, the
mechanisms that underlie frontal generators remain unclear.
The current data found that differential sensitivities to large
and small deviances were seen in a set of frontal generators,
including the left anterior insula and the right anterior
cingulate cortex for the T1/T3 contrast, the right frontal-
opercular for the T2/T3 contrast, and the right ventral-orbital
frontal cortex for both contrasts. This implies that the frontal
generators conduct various kinds of higher-level cognitive
processing, such as involuntary attention switching, salience
detection or top-down modulation, that support the deviance
detection system in the temporal cortex.

Both the large and small contrasts revealed a later activa-
tion in the right ventral-orbital frontal cortex. According to
the regularity-violation hypothesis, MMN generation is based
on predictive models in the brain that encode auditory
sensory and abstract information within the same structure
and that produce predictions about what sounds are likely to
be encountered in the near future (Winkler, 2007). The
evaluating process would be triggered after the presentation
of a deviant stimulus, regardless of the magnitude of
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changes. The right ventral-orbital frontal cortex may associ-
ate with such a process and support its role in the evaluation
of working memory representations (Schnyer et al., 2005).

Other studies have suggested that the frontal generators
may be involved in various mechanisms for attention modula-
tion that are triggered by deviant stimuli. One is the switching
of attention to the deviants (Näätänen and Michie, 1979;
Näätänen, 1990), which predicts that a large change in acoustic
features would associate with large frontal activity. Accordingly,
the manipulation of the deviance magnitude would reveal a
positive correlation between the deviance magnitude and the
magnitude of the MMNm activity (Opitz et al., 2002). Our
findings indicate that activities in the left anterior insula and
the right anterior cingulate cortex were only involved in the
MMNm responses to T3/T1 contrast but not in those to T3/T2
contrast. This suggests that these two regions might be respon-
sible for the involuntary switching of attention. FMRI studies
have demonstrated that the anterior insula responds strongly
to deviant stimuli that are embedded in a stream of continuous
stimuli and that it thus plays a more prominent role in the
detection of salient stimuli, while other studies have suggested
that the anterior cingulate may play a prominent role in action
selection (Crottaz-Herbette and Menon, 2006; Downar et al.,
2001; Linden et al., 1999).

In addition to the findings of frontal sources, the present
time-frequency analysis indicates that the large deviant
elicited large theta band power over the left anterior scalp.
These findings also support the assumption that theta power
might be associated with retaining relevant information in
the prefrontal cortex (Benchenane et al., 2011; Jensen and
Tesche, 2002; Klimesch, 1999). Taken together, our findings
suggested that the anterior insula and the anterior cingulate
cortex may form a salience network that functions to segre-
gate the most relevant stimuli among the internal and extra
personal stimuli in order to guide behavior (Menon and
Uddin, 2010; Sridharan et al., 2008).

The source analysis reveals significant right frontal-
opercular activation for the T2/T3 contrast but not for the
T1/T3 contrast. The data are consistent with the findings of
previous studies that have observed a reversed pattern in the
right frontal cortex, which shows stronger dipole strength or
blood oxygen level-dependent responses with low differentia-
bility of the pitch deviants and standards (Doeller et al., 2003;
Opitz et al., 2002; Rinne et al., 2005). The prefrontal mechanism
is probably associated with a top-down modulation of the
deviance detection system in the STG (Doeller et al., 2003).
Accordingly, the right frontal-opercular might be associated
with a contrast enhancement mechanism.

The time-frequency analysis of the alpha band activity
also provides evidence for the top-down modulation of
detecting deviances in response to small deviants. EEG
studies have argued that posterior alpha band activity is
associated with the inhibition mechanism for prioritizing
sensory and motor information (Jensen et al., 2012). For
example, large activity in alpha band would accompany the
voluntary top-down inhibition of prepotent motor responses
(Hummel et al., 2002), and competing working-memory input
(Jokisch and Jensen, 2007; Klimesch, 1999). Therefore, the
large alpha activity in T3/T2 contrast seems to indicate that
the inhibitory mechanism is involved in the processing of
distinguishing between the standard and the small deviant
sounds (Giard et al., 1990; Shalgi and Deouell, 2007).
3.1. Conclusion

Our MEG data revealed that native Mandarin speaker's MMNm
response to lexical tone changes was initially generated in the
STG in both hemispheres. A greater left-lateralization in STG
and MTG was found in hearing large deviance (T1/T3 contrast),
which indicated a left-hemisphere dominance for detecting
large lexical tone changes. We also observed that the laterality
may decrease as the differences between the standard and
deviant sounds become less discriminable. In addition, the
lexical tone MMNm was involved in the activities in several
frontal regions, which may reflect various top-down modula-
tion effects. The right ventral-orbital frontal cortex may index
the evaluation processing of memory representations in the
predictive coding framework (Winkler, 2007). The left anterior
insula and right anterior cingulate cortex might involve
switching of attention to the salient changes, while the right
frontal-opercular was associated with involuntary amplifica-
tion or functional inhibition mechanisms and revealed greater
responses to smaller acoustic changes. Finally, by exploring the
time-frequency patterns, this study also indicated that the theta
and alpha oscillations might be associated with retaining rele-
vant information and the inhibitory mechanism, respectively, in
the processes of acoustic change detection.
4. Experimental procedures

4.1. Participants

Twelve Mandarin-speaking adults aged 18–30 years partici-
pated in this study (3 males). All participants were right-
handed, and they did not have a history of neurological or
psychological disorders. The current study was approved by
the Human Subject Research Ethics Committee/Institutional
Review Board of Academia Sinica, Taiwan. Written consent
forms were obtained from all participants.
4.2. Stimuli

All of the stimuli were meaningful syllables in Mandarin
Chinese, consisting of three Mandarin syllables, including yi1
(T1, “cloth”), yi2 (T2, “aunt”), and yi3 (T3, “chair”), which
shared the same vowel /i/ but had different tonal contours.
T3 was assigned as the standard, and T1 and T2 as were
assigned as the deviants. The same set of stimuli has been
used in previous MMN studied (e.g. Lee et al., 2012). According
to the similarity in the tonal contours between the standard
and each deviant, the T3/T1 pair represented the larger
deviant contrast and the T3/T2 pair represented the smaller
deviant contrasts.. All of the stimuli were produced by a
female native Mandarin speaker and recorded with a 44.1 kHz
sampling rate. The intensities and durations of the digitized
stimuli were normalized to 70 dB and 250 ms, respectively
with Sony Sound Forge 9.0.
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4.3. Task

The participants reclined in a magnetically shielded room, and
they were instructed to watch a silent movie while passively
listening to the auditory stimuli during the experiments.
Auditory stimuli were delivered binaurally to the participants'
ears with sound tubing. In the multiple-deviant paradigm
(Näätänen et al., 2004), the experiment started with 20 trials
of standard sounds, which were followed by 1000 trials with
20% deviant (10% large deviant sounds and 10% small deviant
sounds) and 80% standard sounds. The order of the stimuli was
pseudorandomized, with at least two successive standard
sounds between the deviant sounds. Across all participants,
the average number of standard preceding large and small
deviants were 4.05 (s.d.: .09) and 3.95 (s.d.: .07), respectively, and
there was no significant difference (t(11)¼2.02, p4.05). In each
trial, the stimuli lasted 250ms with an inter trial interval of
500ms.

4.4. Procedures for data acquisition

MEG data were recorded continuously with a 157-channel
axial gradiometer whole-head MEG system (Yokogawa Electric
Corporation, Tokyo, Japan). A band-pass filter (DC to 100 Hz)
was applied during the recording with a sampling frequency of
1 kHz. Prior to the MEG acquisition, five small electromagnetic
coils were affixed to the participant's forehead. A Polhemus
FASTRAK 3-D digitizer was used to digitize each subject's head
shape and the locations of these coils with reference to three
cranial landmarks in order to establish a head coordinate
system for each participant. After digitization, the participant
was positioned in the MEG recording system, which was
situated in the magnetically shielded room. The position of
these coils was localized with respect to the MEG sensors. This
information was used for the co-registration between the MEG
coordinate system to each participant's structural magnetic
resonance images (MRIs).

4.5. Data analyses

In off-line processes, the MEG data were first noise reduced
with a time-shift principal component analysis algorithm (de
Cheveigné and Simon, 2007). The continuous MEG data were
then epoched into 100-ms pre-stimulus intervals and 600-ms
post-stimulus intervals, and baseline-corrected with the pre-
stimulus data. Trials with amplitude variations that were
larger than 3 pT were excluded from the subsequent ana-
lyses. Then, the trials of each type of stimuli were averaged
and low-pass filtered at 40 Hz.

4.5.1. Analyzing MMNm activity in MEG waves
To evaluate the spatial-temporal differences between standard
and each deviant, a cluster-based random permutation analysis
(Maris and Oostenveld, 2007) was conducted in mean ampli-
tudes of six successive epochs of 50ms each, from 100ms to
400ms. This procedure allowed for identification of the tem-
poral courses at which the mismatch effect appeared and could
affectively handle the multiple-comparisons problem. First, a
simple dependent-samples t-test was performed at each sen-
sor. All sensors that exceeded a significance level (α¼ .05) were
identified and formed clusters. For each cluster, a cluster-level
test statistic was calculated by taking the sum of all the
individual t-statistics within that cluster. Next, a null distribu-
tion was created by computing 1000 randomized cluster-level
test statistics. Finally, the actually observed cluster-level test
statistics were compared against the null distribution, and
clusters falling in the highest or lowest 2.5th percentile were
considered significant.

A conventional approach for analyzing MMN/MMNm
responses is to estimate difference waves by subtracting the
activities to the standard from those to the deviant. There-
fore, based on the cluster-level statistics, we selected 10
sensors in the left and right hemispheres to do the following
analysis. The mismatch waveforms were obtained by sub-
tracting the magnetic field to the standard T3 from those to
the large deviant T1 and to the small deviant T2 respectively.
Figs. 6a–d show overlays of the mismatched waveforms for
the T3/T1 and T3/T2 contrasts in 10 selected sensors (color
filled sensors) in the left and right hemispheres of a partici-
pant. The sensors were selected based on the findings in the
present cluster-level analysis and that in Phillips et al. (2000)
that the MMNm response had a magnetic pattern of the
polarity inversion across the lateral sensors during the time
window from 150 to 300 ms. Accordingly, different sets of
sensors were selected over the two hemispheres for each
contrast and each participant. The red lines indicate the root
mean square (RMS) field strengths that were calculated from
the selected sensors. The MMNm latency was defined as the
time point that the RMS waveform reached the highest peak
amplitude in the 150- to 300-ms interval. The MMNm ampli-
tude was measured by averaging the RMS across a 20-ms
time window that centered at the MMNm peak latency. The
MMNm amplitudes and latencies were subjected to repeated-
measures analyses of variance (ANOVAs) with the contrasts
(T3/T1 and T3/T2 contrasts) and hemispheres (left and right)
as within-subject factors.
4.5.2. Time-frequency analyses
Time-frequency (TF) analyses were performed with the Field-
trip software package, a Matlab-based toolbox dedicated to
the analysis of electromagnetic and electrophysiological data
(http://www.ru.nl/fcdonders/fieldtrip/). TF representations of
the single trial data were then obtained by computing the
squared norm of the result of the convolution of complex
Morlet wavelets with the MEG data. We used wavelets with a
7-cycle width, with frequencies ranging from 1 to 30 Hz, in
1 Hz steps. TF representations were then averaged over trials
for each stimulus for each participant. The average power
values thus obtained were expressed as a percentage change
relative to the power in a baseline interval from 300 to 100 ms
prior to word onset. Based on previous studies of MMN and
MMNm, we focused on the TF responses in theta band
(averaged across frequency bins from 5 to 7 Hz) and alpha
band (from 9 to 11 Hz). Activities within these frequency
bands were averaged before performing the cluster-based
permutation test. The same cluster-based random permuta-
tion analysis described in Section 4.5.1. was conducted for
analyzing the TF responses by using the mean power of six
successive epochs of 50 ms each, from 100 to 400 ms.



Fig. 6 – Magnetic mismatch field (MMNm) responses from a representative participant for each contrast (T3/T1 or T3/T2) in
each hemisphere (LH or RH). The MMNm waveforms (black lines) were measured by subtracting the magnetic fields for the
standard sounds from that to those for the deviant sounds. The red lines are the Root Mean Square waveforms that were
measured from 10 sensors that showed the field patterns of MMNm (see Section 4.5.1). The contour maps show the
differential magnetic field distributions for the two contrasts at the time of the MMNm peaks in the left hemisphere (a and c)
and those in the right hemisphere (b and d).
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4.6. Source analysis

The participants' structural MRIs were processed with Free-
Surfer (CorTechs Labs, La Jolla, CA, USA and MGH/HMS/MIT
Athinoula A. Martinos Center for Biomedical Imaging, Charles-
ton, MA, USA) in order to create a cortical reconstruction of each
participant's brain. The MNE toolbox (MGH/HMS/MIT Athinoula
A. Martinos Center for Biomedical Imaging) was then used to
calculate a cortically constrained L2 minimum-norm solution
for each participant's MEG data (Dale and Sereno, 1993;
Hämäläinen and Ilmoniemi, 1994). A source space of 5124
activity points was created on each reconstructed surface. The
boundary-element model method was used on the activity at
each source in order to calculate the forward solution (the
magnetic field estimated at each MEG sensor). This forward
solution was then employed to create the inverse solution,
which identified the spatio-temporal distribution of the activity
over sources that best accounted for each participant's grand-
averaged MEG data. The resulting minimum-norm estimates
were converted into a dSPM, which measured the noise-
normalized activation at each source in order to avoid some
of the inaccuracies of the standard minimum-norm calcula-
tions (Dale et al., 2000; Dhond et al., 2001). Then, the estimated
source activity for each type of stimuli and each contrast was
averaged across all participants with cortical surface alignment
of the corresponding anatomical features (Fischl et al., 1999).
Anatomical locations of the activating regions were based on
the Desikan–Killiany gyral atlas provided by FreeSurfer (Desikan
et al., 2006). Fig. 3 shows the average dSPMs for each type of
stimuli across all participants at selected time points of interest.
The positive (red) dSPM values indicate current flowing outward
from the cortical surface, whereas the negative (blue) values
indicate current flowing inward. Fig. 4 shows the average dSPMs
for the T3/T1 and T3/T2 contrasts in both hemispheres. The
significance of the modulation at each site was calculated with
a F test (Dale et al., 2000; Dhond et al., 2001). All activity in the
figures was significant at po.01. The full red responses indicate
a significance of po.01 and bright yellow indicates a signifi-
cance of po.001.
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