
Winkler et al., Sci. Adv. 2018; 4 : eaar8334     21 November 2018

S C I E N C E  A D V A N C E S  |  R E S E A R C H  A R T I C L E

1 of 8

C O G N I T I V E  N E U R O S C I E N C E

Infant cognition includes the potentially human-unique 
ability to encode embedding
M. Winkler1,2, J. L. Mueller1,3, A. D. Friederici1, C. Männel1,4,5*

Human cognition relies on the ability to encode complex regularities in the input. Regularities above a certain 
complexity level can involve the feature of embedding, defined by nested relations between sequential elements. 
While comparative studies suggest the cognitive processing of embedding to be human specific, evidence of its 
ontogenesis is lacking. To assess infants’ ability to process embedding, we implemented nested relations in tone 
sequences, minimizing perceptual and memory requirements. We measured 5-month-olds’ brain responses in 
two auditory oddball paradigms, presenting standard sequences with one or two levels of embedding, inter-
spersed with infrequent deviant sequences violating the established embedding rules. Brain potentials indicate 
that infants detect embedding violations and thus appear to track nested relations. This shows that the ability to 
encode embedding may be part of the basic human cognitive makeup, which might serve as scaffolding for the 
acquisition of complex regularities in language or music.

INTRODUCTION
For humans, the ability to process complex regularities is a pre­
requisite for higher cognitive functions, such as language (1, 2), music 
(3), or mental arithmetic (4). While many of our perceptual and 
cognitive abilities can also be found in nonhuman species, the level 
of structural complexity that humans are able to master appears to 
be unique (1, 5). One crucial difference between humans and other 
species appears to lie in our ability to solve embedding, involving 
nested relations between sequential elements [see (6, 7); Fig. 1]. 
Nested relations are an essential ingredient of the syntax of human 
language, as can be seen in this embedded sentence [The boy [the 
girl chased] kicked the ball.] (brackets indicate the inner embedded 
sentence and the outer main sentence) (Fig. 2A). Such sentences 
can only be understood once the language system is able to recog­
nize the underlying nested relations. However, the ability to encode 
nested relations in nonlinguistic auditory input may function as a 
precursor of the capacity to solve them in language. In the current 
study, we aim to investigate whether preverbal infants’ cognitive ca­
pacities already include the ability to compute nested relations in 
the auditory domain. To date, there is no evidence thereof. Shed­
ding light on the developmental origins of complex regularity pro­
cessing would add to our understanding of the ontogenesis and the 
phylogenesis of human language.

According to formal language theory (8), the phenomenon of em­
bedding introduces a distinctive boundary between so-called regu­
lar and context-free grammars. Regular grammars are equivalent to 
finite-state automata, which can generate linear structures in which 
each element depends directly on the previous one (Fig. 1, A and B). 
Infants have been shown to process those structures in adjacent and 
nonadjacent element relations from an early age (9–13). Context-

free grammars, however, are equivalent to pushdown automata, 
which involve an additional memory component and allow neigh­
boring elements to not directly depend on each other (6, 14). Thus, 
in contrast to linear adjacent and nonadjacent dependencies (Fig. 1, 
A and B), nested dependencies require processing of the inner de­
pendency rule (embedded) before completion of the outer depen­
dency rule (Fig. 1, C and D). The elements coding these relations in 
spoken language are speech units, realized as spectrally complex, 
dynamic sounds. However, syntactic relations in natural language 
require additional processes, because these relations are established 
not only between sequentially ordered sounds but also between syn­
tactically categorized lexical items, for example, between a noun 
and a verb (see Fig. 2A). To acquire grammatical relations between 
lexical elements during language acquisition, the corresponding 
speech sound regularities in the input stream must first be decoded. 
This renders the examination of nested relations in auditory se­
quences a promising starting point for the empirical investigation 
of the developmental origin of complex regularity processing.
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Fig. 1. Illustration of different sequential regularities with increasing structural 
complexity. (A) Example of a two-element sequence implementing a linear struc-
ture with adjacent relations. (B) Example of a three-element sequence implement-
ing a linear structure with nonadjacent relations. (C) Example of a four-element 
sequence implementing an embedded structure with nested relations. The pro-
cessing of the outer dependency (red) is temporarily interrupted (1) for processing 
an inner dependency (black) of a similar kind. (D) Example of a six-element se-
quence implementing an embedded structure with multiple nested relations. The 
processing of each outer dependency (yellow and red) is temporarily interrupted 
(1, 2) for processing an inner dependency of a similar kind (red and black).
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Infants have been shown to exhibit astonishing speech decoding 
abilities from early on, detecting linguistic units in the speech stream 
and extracting their interrelations. For example, infants successfully 
segment syllables (15), words (15, 16), and clauses (17–19) from 
continuous speech at around half a year of age. In addition to these 
segmentation abilities, infants have been ascribed impressive abili­
ties in processing the dependencies between different linguistic 
units. The first groundbreaking behavioral evidence of infants’ 
learning of novel linguistic regularities, from mere listening, were 
reports of statistical learning showing that 8-month-olds were able 
to process transitional probabilities between adjacent linguistic or 
nonlinguistic elements (20, 21). More recently, neurophysiological 
measures could evidence this ability shortly after birth (10, 12, 13). 
Evidence for the extraction of nonadjacent dependencies between 
linguistic units has been observed in behavioral studies starting from 
12 months of age and becoming more stable at around 18 months of 
age (22–25). As for adjacent dependencies, neurophysiological evi­
dence for nonadjacent dependency learning suggests an earlier onset 
of this ability, namely 3 to 4 months (9, 11). The ontogeny of process­
ing embedding, involving nested dependencies, has yet to be exam­
ined. The present study uses center-embedding as a prototypical 
example of a nested structure in language (see Fig. 2A). Evidence of 
the processing of center-embedding in natural language suggests that 
these regularities are understood by children after the age of 5 years 
(26, 27) but can still be challenging for adults, especially with in­
creasing levels of embedding (28, 29). Similarly, artificial grammar 
learning (AGL) studies in adults have reported learning failure (30–32) 
unless sufficient perceptual cues were provided (33, 34), which 
undermines the challenge of learning center-embedded structures. 
Nonetheless, given infants’ impressive input decoding abilities, we 
here investigate whether the core ability to process embedding can 

be traced back to infant age, which might be possible by using 
behavior-independent neurophysiological methods and a paradigm 
that reduces computational demands. Thus, we hypothesize that 
infants will demonstrate the ability to identify embedding viola­
tions. Such a finding would be consistent with the extraction of 
nested dependencies from the auditory signal as a core cognitive 
ability at the root of human language.

In AGL studies, the reported failures to process certain struc­
tures may not stem from a lack of computational abilities per se but 
from other contributing factors, such as limitations of attention and 
memory capacities (35) or perceptual demands of the rule-coding 
elements (34). We therefore used the passive-listening oddball par­
adigm, an experimental setup that minimizes long-term memory 
requirements, originally used to demonstrate the preattentive pro­
cessing of simple and complex regularities in the auditory domain 
(36–38). In this paradigm, a stream of frequent standard stimuli is 
occasionally interrupted by the occurrence of an infrequent deviant 
stimulus, varying from the standards on one or more feature di­
mensions. The resulting event-related potential (ERP) in adults, the 
mismatch negativity, is taken as a marker of preattentive feature 
discrimination. This paradigm has been widely applied in the study 
of infant auditory processing and language abilities (39, 40), and 
infant mismatch responses can be measured from birth (40, 41).

To increase the likelihood of infant learning of center-embedding, 
we minimized perceptual and memory requirements by using an odd­
ball paradigm with perceptually simple tone stimuli as rule-coding 
element sets and identity relations linking these elements. The re­
sulting structure can be classified as a mirror grammar, which es­
tablishes the nested dependencies in an item-wise manner, ruling 
out simpler solving strategies, such as count-and-compare (6, 14). 
In addition, to ensure that infants could not just use a strategy of 

Fig. 2. Experimental paradigm and sequence structures. (A) Example of a center-embedded structure from natural language containing nested dependencies (blue 
lines), forming one level of embedding. (B) Illustration of the oddball paradigm containing tone sequences as frequent standards (S; blue) and infrequent deviants (D; 
orange). (C) Examples of five-tone sequences (experiment 1): Blue sequences indicate both standard forms, involving nested dependencies, which implement one level 
of center-embedding. A1, A2, B1, and B2 represent the rule-defining tones, and C is the center-marker at 1500 Hz. Orange sequences indicate both deviant forms, which 
violate the nested rules by exchanging the order of the last two tones. Note that the last two tones that define the rule violation in the deviant have previously appeared 
in the standards’ second form and are thereby not informative about the rule per se. (D) Examples of seven-tone sequences (experiment 2): Blue sequences indicate both 
standard forms, involving nested dependencies, which implement two levels of center-embedding. A1, A2, A3, B1, B2, and B3 represent the rule-defining tones, and C is 
the center-marker at 2100 Hz. Orange sequences indicate both deviant forms, which violate the nested rules by exchanging the order of the last two tones.
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detecting unfamiliar repetition patterns [cf. (30)], the middle posi­
tion of each structure was held constant by using the same frequen­
cy tone. The embeddings were implemented as sine tone sequences. 
The sequences as a whole, in contrast to single tones, defined the 
standard and deviant stimuli within an oddball design (Fig. 2B). 
Standard sequences established the embeddings by defining nested 
relations between the rule elements. Deviant sequences were char­
acterized by violations of the nested dependencies induced by a re­
version of the two final elements. To probe the complexity limits of 
nested dependency processing, we tested both five-tone sequences 
with one center-embedding (experiment 1, Fig. 2C) and seven-tone 
sequences with two center-embeddings (experiment 2, Fig. 2D). 
Given that deviants differed from standards only in the validity of 
the nested dependencies, the presence of mismatch responses to 
rule violations would indicate infants’ successful processing of these 
complex regularities by tracking the mirror structure.

RESULTS
To evaluate infants’ processing of nested dependencies, we used a 
repeated-measures analysis of variance (RM-ANOVA) to compare 
ERP responses locked to the rule-violating tones of the deviant se­
quences (fourth tone in experiment 1 and sixth tone in experiment 
2), relative to those from the same position arising from the stan­
dard sequences. There were two factors: Condition (standards and 
deviants) and Region (anterior, central, and posterior). The 30-ms 
consecutive time-window analyses revealed the effects of Condition 
in the 120- to 480-ms time window for experiment 1 and in the 210- 
to 570-ms time window for experiment 2. The RM-ANOVA across 
the time window of 120 to 480 ms confirmed a main effect of Con­
dition (F1,37 = 9.281, P = 0.004, 2

partial = 0.201), while no significant 
interaction of Condition × Region was observed. Likewise, in exper­
iment 2, for the time window of 210 to 570 ms, an effect of Condi­
tion (F1,37 = 8.235, P = 0.007, 2

partial = 0.182) was confirmed, and no 
significant interaction effect of Condition × Region was observed. 
As an additional control for alpha-error accumulation resulting from 
multiple comparisons, we ran a time-domain, cluster-based permu­
tation test (42) on the factor Condition using the FieldTrip toolbox 
for EEG/MEG analyses (Donders Institute for Brain, Cognition and 
Behaviour; www.ru.nl/neuroimaging/fieldtrip). We performed clus­
ter statistics on a trial length of 0 to 600 ms (with 301 time points) 
across the single-participant average of all electrode sites. We ran 
10,000 permutations and dependent sample t tests for each time 
point with a cluster-forming threshold of P < 0.05 to determine the 
cluster mass. These cluster-based permutation tests confirmed the 
reported ANOVA effects of Condition for each experiment (exper­
iment 1, 162 to 460 ms, cluster value P = 0.012; experiment 2, 222 
to 558 ms, cluster value P = 0.006), showing that alpha-error accu­
mulation from multiple comparisons cannot explain the reported 
effects. 

We performed additional control analyses relative to the onsets 
of the tones preceding the center-marker (second tone in experi­
ment 1 and third tone in experiment 2). However, no effect of Con­
dition was observed in either experiment when comparing ERPs 
locked to the tones preceding the center-markers (second tone in 
experiment 1 and third tone in experiment 2), for which the validity 
of the underlying dependencies did not differ between standards 
and deviants. Figure 3 shows the grand-average ERP responses for 
standards and deviants relative to the onsets of the second (control 

analysis, Fig. 3A) and the fourth tones (Fig. 3B) for the five-tone 
sequences of experiment 1. The same information but relative to the 
onsets of the third and the sixth tones of the seven-tone sequences 
of experiment 2 is shown in Fig. 4. Thus, the observed condition 
effects of both experiments appear as negative mismatch responses, 
broadly distributed over infants’ scalps, with more negative re­
sponses for rule-violating than standard sequences.

DISCUSSION
We investigated whether preverbal infants have the core cognitive 
ability to encode embeddings of varying complexity in auditory se­
quences. The ERP results of two experiments revealed infant mis­
match responses, indicating processing differences between standard 
sequences involving nested relations and deviant sequences violat­
ing those relations. Crucially, these processing differences only oc­
curred at the position of the rule violation, and not at a preceding 

Fig. 3. ERP results of experiment 1. (A) Control analysis: Grand-average ERP re-
sponses for standards (blue) plotted against rule deviants (orange) for anterior (A), 
central (C), and posterior (P) regions of interest (ROI). Negativity is plotted upward. 
The y axis corresponds to onset of tone 2. Timing of rule-conforming tones 2 and 3 
is illustrated by gray rectangles at the bottom of the illustration. (B) Analysis of rule 
violation: Grand-average ERP responses for standards (blue) plotted against rule 
deviants (orange). Negativity is plotted upward. Window of significant condition 
effects (120 to 480 ms) is highlighted in light orange. The y axis corresponds to 
onset of tone 4. Timing of rule-violating tones 4 and 5 is illustrated by gray rectan-
gles at the bottom of the illustration. MMR, mismatch response.
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sequence position. Mismatch responses occurred for both complexity 
levels, involving one or two levels of embedding, albeit with differ­
ent latencies. The fact that the mismatch responses started approxi­
mately 90 ms later, for seven-tone relative to five-tone sequences, 
might have resulted from both the increased complexity of the un­
derlying structure and the respective processing difficulty. Previous 
studies using oddball paradigms have reported delayed onset laten­
cies of mismatch responses for the discrimination of abstract regu­
larities, compared to simple physical features [see (43)], as well as 
for increased discrimination difficulty from less distinct stimulus 
differences (44). The processing of two levels, as opposed to one 
level, of embedding is more demanding, given the higher number of 
sequence items that have to be kept in memory (i.e., seven com­
pared to five tones) and the distance between the corresponding 
items. In dealing with three nested relations, two levels must be 

temporarily interrupted and held in memory while processing the 
inner relation. Only then can the outer two be successively closed. 
Our findings indicate that 5-month-old infants were able to process 
the nested dependencies between tones, likely guided by the sym­
metry inherent in the mirror structure of the tone sequences used. 
Thus, our results show that the ability to process embedding—a core 
computational mechanism—may be present from very early on in 
human ontogenesis and not depend on language skills per se. Infants 
might have a specific proclivity toward decomposing high-level au­
ditory structure, which would serve as an important building block 
for the later acquisition and processing of syntactic structure.

The present findings of infants’ processing of nested relations 
may seem unexpected in the light of children’s apparent late acqui­
sition of center-embedding (26) and simpler, nonadjacent depen­
dencies (45) in natural language. Even adults have been observed to 
encounter difficulties when processing more than two levels of 
center-embedding in the syntax of natural language (29). These con­
tradictory findings of infants’ and adults’ capacities might be, in part, 
explained by differences in computational demands presupposed by 
particular experimental paradigms and stimulus features. Results 
by Frank and Gibson (35) on adult AGL suggest that the inability to 
maintain stimuli in memory long enough to learn the underlying 
rule might explain the null results of some studies. When the learn­
ing task was modified, such that the individual strings could be kept 
in memory longer, learning success increased. Similarly, in the cur­
rent study, using a task with no long-term memory requirements 
(as testing was integrated in the learning phase via the oddball 
design) and limited short-term memory requirements (as even the 
seven-tone sequences were less than 2 s long) might have enabled 
the learning success at an unusually early age. Furthermore, the use 
of an oddball paradigm instead of a classical AGL paradigm might 
have contributed to the observed learning effect. In AGL paradigms, 
longer learning phases are followed by testing phases, which include 
several rule-violating elements in a row, whereas the oddball para­
digm presents only one violating element at a time, with the subse­
quent element reestablishing the rule. It is conceivable that the former 
design prevents potential learning effects, within testing phases, 
because learning of violations as new rules overrides the effects of 
initial rule learning. Studies testing the consolidation of nonadja­
cent dependencies have shown relearning effects induced by testing 
items (46, 47). Furthermore, the present paradigm used a mirror 
structure with identity relations between nested rule elements, which 
are computationally easier to process than categorical relations in AGL 
or natural language paradigms. Accordingly, our current approach 
will need to be adapted stepwise to more natural and computation­
ally demanding learning conditions to evaluate the conditions un­
der which the current findings apply. Together, we propose that our 
use of a minimalistic oddball paradigm has unveiled the computa­
tional mechanism involved in the processing of embedding in early 
infancy.

In view of our findings of infants’ early regularity-processing ca­
pacities, it is important to note that the design of the current para­
digm can rule out several alternative processing strategies. First, the 
large number of different stimulus sequences (see Fig. 5 for an illus­
tration of sequence variability in experiment 2) renders it unlikely 
that infants memorized individual sequences, rather than deriving 
the underlying rule. Moreover, we observed mismatch responses to 
the onset of the tones violating the inner center-embedding rule in 
experiment 1 (see Figs. 3 and 4). This rules out the possibility that 

Fig. 4. ERP results of experiment 2. (A) Control analysis: Grand-average ERP re-
sponses for standards (blue) plotted against rule deviants (orange) for anterior (A), 
central (C), and posterior (P) regions of interest (ROI). Negativity is plotted upward. 
The y axis corresponds to onset of tone 3. Timing of rule-conforming tones 3 and 4 
is illustrated by gray rectangles at the bottom of the illustration. (B) Analysis of rule 
violation: Grand-average ERP responses for standards (blue) plotted against rule 
deviants (orange). Negativity is plotted upward. Window of significant condition 
effects (210 to 570 ms) is highlighted in light orange. The y axis corresponds to 
onset of tone 6. Timing of rule-violating tones 6 and 7 is illustrated by gray rectan-
gles at the bottom of the illustration.
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infants only processed the first and last elements of the sequence [see 
(48) for this strategy], ignoring the middle elements. Likewise, the 
objection that infants only processed the inner, but not the outer, 
center-embedding rule is rebutted by the outcome of experiment 2, 
involving seven-tone sequences with two levels of embedding, for 

which the observed mismatch responses occurred at the first outer 
embedding. Last, by using a mirror grammar, which establishes item-
wise center-embedding, simpler mechanisms such as count-and-
compare can be ruled out [see (6, 14) for this strategy].

Future studies need to test whether infants’ attention toward 
nested relations depends on the presence of mirror structures, which, 
by their inherent symmetry, may influence salience or valence, or 
whether this ability extends to nested relations based on different 
structures. In this context, it is also worthwhile to evaluate different 
items or item categories. Furthermore, future studies will have to 
further pinpoint the ontogenetic trajectory of nested dependency 
processing after birth and specify the conditions under which nested 
dependencies can be acquired. Given that, by the nature of embedded 
structures, at least the outer dependencies are nonadjacent and in­
volve more than one intervening element, we assume that the pro­
cessing of nested dependencies requires infants’ ability to process 
nonadjacent dependencies. The processing of adjacent dependen­
cies has been observed from birth (10, 12, 13), and that of nonadja­
cent dependencies has been evidenced starting from the age of 3 to 
4 months in AGL (9) and in natural grammar learning (11). This sug­
gests a gradual development of processing abilities, from simple to 
more complex structures.

In addition to the ontogeny of embedding processing, the phylo­
genetic trajectory is also of interest. Our paradigm could be used to 
target nested dependency processing in nonhuman species, for which 
equivalents of human-like mismatch responses have been demon­
strated, for example, in macaques (49), rats (50), and pigeons (51). 
Along those lines, a recent ERP study investigated primate precur­
sors of complex auditory sequence processing in macaque monkeys 
(52). Macaques were presented with nonadjacent dependencies in 
trisyllabic sequences of human speech, while ERPs were recorded 
from the surface of their scalps. After a relatively long learning peri­
od, similar ERP responses were found in macaques as have previ­
ously been seen in human infants [see (9)]. The authors concluded 
that an important prerequisite for the processing of nested depen­
dencies may already be in place in our primate relatives (52). How­
ever, to date, there is no compelling evidence of dependency learning 
beyond the level of simple, nonadjacent relations, such as nested 
dependencies, in nonhuman animals [see (53) for negative evidence 
and (54, 55) for positive evidence, which is controversially discussed in 
(56, 57)]. Similarly, cross-species comparisons in birds have not found 
grammars of a comparable complexity (57–59), although birdsong 
can include quite complex sequential regularities. Thus, future 
comparative studies using the current computationally minimized 
oddball paradigm could determine whether nonhuman primates or 
other species are able to process embedding and, if so, potentially 
serve to identify the phylogenetic roots of precursors of human 
higher cognition and language.

MATERIALS AND METHODS
Experimental design
Participants
All infants were recruited from the database of the Max Planck In­
stitute for Human Cognitive and Brain Sciences in Germany. For 
experiment 1, 65 healthy, monolingual, German infants with no known 
history of hearing deficits or neurological conditions were invited 
for testing. Data from four infants had to be excluded because of 
short recording time as a result of noncompliance. A further 23 datasets 

Fig. 5. Sequence variability of experiment 2. (A) Standard sequences (blue): Vari-
ability of 24 standard sequences illustrated by blue bars at the tone frequency (in Hz, 
y axis) for each tone of the sequence (x axis). Each inset row depicts one sequence. 
The outlined rectangles at the first and second sequences of the deviants and stan-
dards illustrate that the rule-violating part of the deviant is also present in the corre-
sponding standards’ second form. (B) Deviant sequences (orange): Variability of 24 
deviant sequences illustrated by orange bars at the tone frequency (in Hz, y axis) for 
each tone of the sequence (x axis). Each inset row depicts one sequence.
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were excluded because of a high rate of movement or perspiration 
artifacts (inclusion criteria: ≥25% of deviant trials remaining after 
artifact rejection). All infants of the final group (n = 38; 18 females) 
were born full term (M = 40.34 gestation weeks, SD = 1.12; all in­
fants >38 gestation weeks), with a normal birth weight (M = 3524.61 g, 
SD = 417.13), and had a mean age of 155.21 days, ranging from 145 
to 165 days. The participants of experiment 2 were selected analo­
gously to experiment 1, such that 74 different infants were invited 
for testing. Following the previous inclusion criteria, 7 datasets were 
excluded for short recording time and 28 datasets were excluded 
for high artifact rate. One dataset had to be excluded because of 
technical problems during recording, leaving a total of 38 datasets 
(16 females). All infants of this group were born full term (M = 
40.68 gestation weeks, SD = 1.12), with a normal birth weight (M = 
3623.32 g, SD = 378.03), and had a mean age of 155.84 days, ranging 
from 142 to 165 days. The experiments were approved by the Ethics 
Committee of the University of Leipzig and conducted in accor­
dance with the Declaration of Helsinki (2008). Written informed 
consent was obtained from the infants’ accompanying parents. Par­
ents were reimbursed for their travel expenses and were invited to 
choose a toy gift for their infant.
Study design
In experiment 1, we used a passive listening oddball paradigm with 
five-tone sequences as the standard and deviant elements. The fre­
quently presented standard elements featured center-embedded rules 
(94.74% of trials; 12 different sequences, each presented 72 times). 
The deviant elements, appearing rarely (5.26% of trials; 12 different 
sequences, each presented four times), contained violations of the 
embedded rules of the standard elements. In each rule-conforming 
standard sequence, the center-embedding was realized such that the 
first tone predicted the fifth tone, the second tone predicted the 
fourth tone, while the third tone was an invariable center-marker at 
1500 Hz (Fig. 2C). The rule-violating deviant sequences were de­
fined by a positional exchange of the fourth and fifth tones. The 
frequency distances between the fourth and fifth (and accordingly, 
the first and second) tones were held constant at 700 Hz to maintain 
the discrimination difficulty between rule-defining tones across all 
sequences. Crucially, for each of the 12 standard sequences (see ta­
ble S1 for a list of all standard sequences), a corresponding deviant 
sequence was built (see table S2 for a list of all deviant sequences), 
such that only the last two tones of a given sequence were informa­
tive of its rule-conforming or rule-violating character. Furthermore, 
for each standard sequence, we also used an inverted second form 
to ensure that each part of a deviant (including the positional viola­
tions) was also presented within a standard sequence. This was done 
to ensure that certain tone combinations were not informative about 
the rule per se.

The standard and deviant sequences were presented in a pseudo-
randomized order, ensuring that the appearance of sequence type 
was optimally balanced throughout the experiment. We combined 
sequences into conceptual units of jittered lengths, which allowed 
us to keep deviants sufficiently far apart from each other. This 
maintained the establishment of the nested rules by the standards, 
while deviant occurrences remained unpredictable. Each unit con­
tained 7 to 12 sequences and was led either by a standard (50% of 
cases) or a deviant (50% of cases). No more than three units of the 
same type (standard-first and deviant-first) were permitted to fol­
low one another throughout the experiment. At the beginning of 
the experiment, three units containing only standard sequences were 

presented to establish the nested rules. After that, no deviant sequence 
was directly preceded or followed by its corresponding standard se­
quence (see Fig. 5). The frequency of occurrence of individual se­
quences and their second forms was balanced within each unit and 
across all units. To balance sequences beginning with rising or fall­
ing tone pairs, no more than two first or second forms of different 
sequences were allowed to follow each other within each unit. Each 
five-tone sequence lasted for 740 ms, with an intersequence interval 
of 566 ms.

Experiment 2 was designed analogously to experiment 1, but using 
seven-tone sequences instead of five-tone sequences as elements. 
Accordingly, in each rule-conforming standard sequence (94.74% 
of trials; 24 different sequences, each presented 36 times), the first 
tone predicted the seventh tone, the second tone predicted the sixth 
tone, and the third tone predicted the fifth tone. The fourth tone 
was an invariable center-marker at 2100 Hz (see table S3 for a list of 
all standard sequences). Rule-violating deviant sequences (5.26% of 
trials; 24 different sequences, each presented two times) involved a 
positional exchange of the sixth and seventh tones (see table S4 for 
a list of all deviant sequences). Each seven-tone sequence lasted for 
1060 ms, and the intersequence intervals were kept at 566 ms.
Stimuli
For both experiments, the individual tones were created in Praat as 
pure sine tones at a digitization rate of 44.1 kHz, with an onset and 
offset rise and fall time of 5 ms and a duration of 100 ms (with an 
intertone interval of 60 ms). The tone set included 900, 1000, 1100, 
1200, 1300, 1400, 1500, 1600, 1700, 1800, 1900, 2000, and 2100 Hz. 
The resulting tone differences of a minimum of 100 Hz were easily 
recognizable by infants [see (60)].
Procedure
During the EEG recordings, infants were seated in an electrically 
shielded and sound-attenuated room on their parent’s lap, facing 
the speakers. The stimulus material was presented using the presen­
tation software package (Neurobehavioral Systems Inc.) through a 
pair of ELAC (Electroacoustic GmbH) speakers, positioned 90 cm 
from the infant, at a comfortable, constant intensity level. Whenever 
needed, infants’ compliance was maintained by showing a muted 
infant movie or by engaging the infant in silent play.
EEG recording
For both experiments, a continuous EEG was recorded with in-house 
QRefa Acquisition Software, Version 1.0 beta (Max Planck Institute 
for Human Cognitive and Brain Sciences, Leipzig, Germany) using 
a Refa amplifier system (Twente Medical Systems International B.V.). 
For experiment 1, the EEG was sampled at a rate of 500 Hz from 
15 Ag/AgCl electrodes held on an elastic cap (Easycap GmbH, 
Herrsching, Germany), according to standard positions (International 
10-20 system of Electrode Placement): FP1, FP2, AFz, Fz, FC1, FC2, 
Cz, CP1, CP2, and Pz. Cz served as the online reference and an elec­
trode at POz as common ground. To control for eye movements, a 
vertical electrooculogram (EOG) was recorded from FP2, and a sin­
gle electrode was attached below the right eye. A horizontal EOG 
was derived from F9 and F10, placed at the outer canthi of each eye. 
Electrode impedances were predominantly kept below 20 kΩ (and 
always below 50 kΩ). Simultaneously with the continuous EEG, near-
infrared spectroscopy data were recorded from 44 channels in two 
bilateral 3 × 5 optode grids in experiment 1, which are not included 
in the analysis reported here. Experiment 2 only used EEG and fol­
lowed the same EEG recording procedures, but with the following 
standard electrode positions: FP1, FP2, F7, F3, Fz, F4, F8, FC5, FC6, 
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T7, C3, Cz, C4, T8, CP5, CP6, P7, P3, Pz, P4, P8, O1, O2, and the 
common ground at CP1.
ERP processing
For both experiments, EEG data were processed offline using EEP 
3.2.1 software package (ANT Software B.V.; Max Planck Institute 
for Human Cognitive and Brain Sciences, Leipzig, Germany). First, 
the data were algebraically rereferenced to linked mastoids and 
band-pass filtered at 0.3 to 20 Hz (−3 dB, cutoff frequencies of 0.38 
and 19.92 Hz). Second, EEG epochs (so-called trials) from −200 to 
600 ms relative to stimulus onset of the critical tone (fourth tone of 
experiment 1 and sixth tone of experiment 2) were derived. Third, a 
semiautomatic artifact treatment procedure was applied. Prototyp­
ical blinks and eye movements were individually identified for each 
infant and used as a correction template for trials containing blink 
and eye movement artifacts (correlation-based correction algorithm). 
Regarding all other artifacts, trials with an SD exceeding 70 V 
within a 500-ms sliding window were automatically rejected. After 
artifact treatment, the remaining rule-conforming standard trials 
and rule-violating deviant trials were each averaged across partici­
pants, resulting in means of 197.13 standard trials (SD = 91.85) and 
17.97 deviant trials (SD = 6.18) for experiment 1 and 272.95 stan­
dard trials (SD = 97.22) and 19.26 deviant trials (SD = 5.99) for 
experiment 2. Two additional control analyses were performed rel­
ative to the onsets of the tones preceding the center-markers, fol­
lowing the same procedure but with slightly shorter epochs (−200 
to 500 ms) from the onset of tone 2 (experiment 1) and tone 3 (ex­
periment 2). This resulted in means of 189.39 standard trials (SD = 
85.03) and 17.37 deviant trials (SD = 5.05) for experiment 1 and 
254.11 standard trials (SD = 98.90) and 17.68 deviant trials (SD = 
5.05) for experiment 2.

Statistical analysis
For the statistical analysis of the ERP data, regions of interest com­
parable across experiments were defined involving anterior (FP1, 
FZ, and FP2), central (FC1, CZ, and FC2), and posterior (CP1, PZ, 
and CP2) regions for experiment 1 and anterior (FP1, FZ, and FP2), 
central (FC5, CZ, and FC6), and posterior (CP5, PZ, and CP6) re­
gions for experiment 2. For both studies, RM-ANOVAs were con­
ducted in SPSS Software Version 22 (IBM, Walldorf, Germany) 
with the factors Conditions (standards and deviants) and Region 
(anterior, central, and posterior) for consecutive 30-ms time windows 
covering trial lengths of 0 to 600 ms. To be considered relevant, an 
effect of Condition was required to be statistically significant (at P < 
0.05) in at least four adjacent time windows.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/4/11/eaar8334/DC1
Table S1. Standard sequences of experiment 1.
Table S2. Deviant sequences of experiment 1.
Table S3. Standard sequences of experiment 2.
Table S4. Deviant sequences of experiment 2.
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